CLUSTER'RO

CLUSTERPRO X 5.1 for Linux
A=K N7y THAR
)= 1

BAEIMHRARE

202304 F10H






BHR:

B1E  FL®HIC

L1 WRFEEEHI
12 ARBORER . . . . e
1.3 CLUSTERPRO Y= a7 UfRZR . . . o it e e e e e e e e
14 ABORIHAL . .
15 BHEBOATIE .

B2E VIRIVATLER?

21 ZFAXRVATLADEEE .o
2.2 HA (High Availability) 7 7 A& . . . . . e e e e e
23 BEEBRIODADZ AL © oo e
24 UIAXRVY=ADBIEME L
2.5 Single Point of Failure DHEFR . . . . . . . oL
26 AHMEZZZHE .. e

% 3% CLUSTERPRO A%

3.1 CLUSTERPRO ZIZ? . . . . . e e e e e e
3.2 CLUSTERPRO O#GHMERL . . . . . o e
33 CLUSTERPRO DYV 7 bW = THREEL . . . . . o o e e e e
34 T UTUTBEEE L
35 Tz AT = NDUK A o o
3.6 UYV—=REIEY L e
3.7 CLUSTERPRO ZIA®D XD . . . e e e e

% 4% CLUSTERPRO DOEiEiRiE

A1 N R DT e e
42 VT R TIT e e
43  Cluster WebUI OBIEEREGE . . . . . . . . . e
44 Witness V— NOEIEEREE . . . . L L e

BHEE JmHN—TavER
5.1 CLUSTERPRO & = a7 VDI —5 . . . .
52 BEREURAL . .

wn B~ W N = =

~



53

B6E
6.1
6.2
6.3
6.4
6.5
6.6
6.7

B8E

BOE
9.1
9.2

EIERR . ..

FREIPREIR

VAT LRERIRETIE L e
OS A YA BM—=JVHEI, OS 1Y ADN=JVIRF ... e
OS 1 VA b= %, CLUSTERPRO ¥ > A R —JLVRI . . . . . oo s e e e e
CLUSTERPRO OIEHRAERRE . . . . . e e e e
CLUSTERPRO ML . . . . . o o e e e e e e e e e e e e e e e e e
CLUSTERPRO OFEREZTERE . . . . o e e e e e e e e e
CLUSTERPRO N—Ta Y7y 7HE . ..o e e e e e e e e

7y 7L —RFIE
CLUSTERPROX D7 v 727 LV—RFM . ... ... o o

F5&

BE - ENER
TEFIE . . e
RIS . . o

B10E HRERE

213
214

219

223
223
224

227




/rl\-.l

o
=

LI

1.1 WRHZ:E & BH

FCLUSTERPRO X A& — 7w 774 K1 i&. CLUSTERPRO %3 U T IHHIZAR 5 2 —F DR W4z,
CLUSTERPRO DB, 75 ZAX VAT LAEADO— RNy 7 fi~=2 7 IVOFHAEIZOVWTDOHA K
A VETWLUET, T, BRFOBERBEHRPHIEHELZ S IZOVWTEHALET,



CLUSTERPRO X 5.1 for Linux
RE—=KNTyTHAR, V)= 1

1.2 XEDHEK

¢ 2. VSRV RATLENE?] 25 AR Y AT B & CLUSTERPRO DEEEIZ DWW THIBAIL 7,
e [3. CLUSTERPRO OfERAE] : 7 7 ARV AT LOMHAFIES X OBLEFHRIZOWTHHEL £ 7,
e [4. CLUSTERPRO D#NEERSE] « WARNIHER B E R BHIHBICOWTHAL £,

o [5. &#/V\— 3 VIR : CLUSTERPRO OFHi/N—Y 3 VIZDOWTOFHRERL T,

o 16. FEFIPREIR] : BEMORME & HIPRFIHIZ DWW TEI L £7°,

o« [7. 7y T L—RFIE] : BEN=Ta VP SBHBEADT v 75— MERIZOWTHHL E T,

2 E1E@FLODIC



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

1.3 CLUSTERPRO ¥ =2 7/L{x%

CLUSTERPRO ¥ =27V, A FD 5 DIZH/EHINET, EH1 FOXA MLV EEEZLTITRUET,
FCLUSTERPRO X A& — N7 v 7451 RJ (Getting Started Guide)

TRTOI—VFENRHH L U, BEBEE, BFRE, 7y 77— Mol BRIOMEZR 212 oW i L
£9,

FCLUSTERPRO X ¥ ¥ A b — )V &#E /- K1 (Install and Configuration Guide)

CLUSTERPRO ZffiH U722 ARV AT LDEAEITI VAT LIV Y =T 8, 7T ARYAT LA
DS - BHZEITD VAT LEME 2 XNRHHE L U, CLUSTERPRO 2H L7220 AKXV AT LE AN S
ARG E CTICBADOHFII DWW THHLET, EBRIZZFAX VAT L2 EAT HBOIEFIZAIL T,
CLUSTERPRO %l L7-2 5 A& ¥ X T LDFGEH . CLUSTERPRO @4 ¥ A b —)L & FEFIE, E
B ORER. ERHEETOFHE G EIZOWTHIIL £97,

FCLUSTERPROX V 7 7 L > 241 K1 (Reference Guide)

S B LU CLUSTERPRO 2 L7227 ARV AT LADEBARIFI VAT LIVI =T 2MR L L.,
CLUSTERPRO DM TFIE, A€V a—LVOBREHPB IS NI TN Y a—T 1 VI ERE2TEHL 7,
FCLUSTERPRO X 1 Y A b —J)V&FREH A V) 2fiEs 2&%#HE2/REET,

FCLUSTERPRO X A » 57 >~ A% K1 (Maintenance Guide)

EHE B XU CLUSTERPRO 2 L7227 5 ARV AT LAHMABDRESY - BHETI VAT LAEHE %
WgEe & U, CLUSTERPRO D X v 5+ v AR HifEHR 2 & L £,

FCLUSTERPRO X N— R = 7HE#E S 1 N (Hardware Feature Guide)

EHE B LU CLUSTERPRO 2 U727 S ARV AT LADBARITI VAT ALY =T 2R 5H
EU, REN—RNY =7 LHET I OVWTEEL £9 ., TCLUSTERPRO X T > A b — V& EH A
R ZHiedT 285 %2/B5 %7,

1.3. CLUSTERPRO ¥ =17 JL{&% 3



CLUSTERPRO X 5.1 for Linux
RE—=KNTyTHAR, V)= 1

1.4 AEDRELRA

AETIE, EEIASHE, EELFHES LOBEHEREATOL I ITRKELL £,

FR: ZoXRGIF, BETHEDHINT—IBREP VAT LABLUHEBOBRBEITIIMEEL R WEHREERL T,

BE: oKL, ToRERPVAT LB LOREORGE FEET 5 72010 BERERERL £,

5&:

ZDRILIE, ZREDHHROGHEZEL £,

/o, AETIREUTNORKEZMBHL XTI,

KL

HR%EE

1

(137252

a<x v N DItk
HEIZRRINDFE (X178
Ry VA, AZa—71¥) Ok

[(AX—PEZVYZLET,
[FTansFal X414 T7as Ry 7 A

ARVIRIAVFD [ fAD> T

o ZHDMEDIRENEMAEET
HBHZEERLUET,

clpstat -s
]

[-h host_name

E)AR—AT Vb

NAZ, ARV RIA Y, VAT A
MHEDOHN (Rve—Y, Tarvs
F2E), TaL2bhU, 7710
%, B ST A—&

/Linux/5.1/Jjpn/server/

PN I—YREEIzavy R Tar S
FPOANTBEEZRLUET, UTE2ANLET,
clpcl -s -a
FREE I—YRERMEICEEHEZTA | clpstat -s [-h

Si¥ %A

host_name]

AFHDMTIE, CLUSTERPRO 2K 7202 ZD7 1 a2 MHLET,

B1ERILOHIC




CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

1.5 &HBMDAFE

BHOBESNEERIZOWTIE, BAFD Web ¥4 F &2 ZML T ZE W,

https://jpn.nec.com/clusterpro/

1.5. ZHBEROAF% 5


https://jpn.nec.com/clusterpro/




B2E

DRI RATLEFE?

ARETIH, VITARY AT LOEIZDOWTHHAL 7,
ARECTHHATI2HEHIATOLEL T,

©21. VSRI VAT LDIFE

* 2.2. HA (High Availability) 7 5 2%

23. BERHDOXAA=Z A

24 VZRHYNY—ADF|EHE

e 2.5. Single Point of Failure DHERR

26. TAMEXA5ER



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

21 VSRV AT LDEE

REODI V2 —RHATIE, P—UCRA2ELIEE I RRBUULEETE I EPRIIANOEERAX LR F
T, FIZE 1 B0 Y UABEREAMIZED XYY U210 T, EADOY —EARLEMIZA Ny FLTL
FOTENHYVET, T4 L, BRGHFZLISEI TR TRERL, BEE»oDEHEZLVIPREEA,

DL BHEBIMALIDMN I FARVATATY, JIARVATLAREATEILIZLED, F—DEEDVA
T LS L (BT v 21 L) ZRANRIZAEWIEDZD, B2 DI EZVTEIETUVATLR Y VEE
W2 e HEEIZARD £T,

7IARENE, TN [FE] 28KU, ZOZOWY, 77 AXIVATLLIE THEEOI VYo —2%2 R (F7-
WFEERH I 2T, EEMERPUEMEEOR EE2HES VAT L] T, 7253 ARV AT LNZIEM4 2EERH D .
DAFD 32z TE %3, 2o, CLUSTERPRO I3 HA(High Availability) 27 5 A X i8S Ed,

* HA (High Availability) 7 5 X %

WHRHE—ADBHRE UTEB 2RI U, BURBEE AR ICAERICER 25 S LS WEED Y 5
ARTY, GAANEEHNE ULz FAXT, T—XO5ELAEETT, BT+ A8, 7—-&3I7—
B, ES T ARDHY £T,

c BEOMI T RS

II3A4T7 VMo DERE WY RAR BV — VI > TEMAEAA MZERZE DY TE I ITAXT
T, BAT—FC VT4 2HNE LI TART, —BNIZT—XD5[fkEIETEERA, I—RFKNFT VA
IIAR, WHTF—RR—ZAI7 S5 ARDRH £,

* HPC (High Performance Computing) 7 5 X ¥

£THO/—FNOCPUZRMMHL, B—DEKLEETTE-ODIIFIARTY, @bz HNELTED,
HEOPAMIED D £HA,

BB, HPCD 1 DTH O, K OIRER#FHD /) — N PFEK I I AXEFTERAAEZ, Yy Faryda—
T4 VTS EABIEAERREIZ EB Z e NE LR TVWET,

8 BREVIRIVATLER?



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

2.2 HA (High Availability) 7 2 X %

— AN AT LD AN E A EEEEI2IE, TOVAT LARBKT 2% TR L. Single Point of Failure %
BT ZEHVEETHLLHEZ 5N E T, Single Point of Failure 2 1%, IV ¥ a—XDEREHZ (N—F7 7D
i) 1 DU dIl, TR CHENRE S LEBNEE->TUEIRADOIL2ELET. HAZ S
ARENE, = NEEHAFERLUCHEMATZZ LD, Y AT 20 IERHZ RN 2, 250 o [k
(availability) 2\ FXE 27 F ARV AT L VWET,

VAT LDBIEDRH I NI WEREHE AT LAZE LA A, RV VERALNEV R AL RERFELEZTCLES
FOEPDVATLIIBENWTEH, HA 725 AXDEARRD 5NTWVWET,

HA 25 2&1%, HEF 4 A F—R2 ISR T2 eNTEET, UTFIZENFNDXR A TIZ2WTiHt
L 7

221 BT RV B

PIARVATLATIE, Y= NBTT— R 25 SRR ITNIERD FEA, TOTF—R2HLET 4+ A7 LIZEE,
F 4 AT EEEOY—N"THHATIREEZEET s A7V ET,

Server 1 Server 2

Shared disk

X 2.1 HA 27 52X GET 1+ A7 #)

o HT 4 AT PBFNT /2 B 7= il
o KBBET — 2% WS VAT L&

EBT TV =y avEEHNLTWAY =N BEHARY =) CHEENFELGE, 77 AX VAT LANEES
ML LU, R Y —NTEET7 TV r—Ya V2 HEET IS, EEEFI SN ET., Thiz 7oAVt —nL
WWET, JIAXRVATLIZE S THIEMPNEEHKIE, TAAI. IPTRVA TV 75— avigdonl
V—ALENDE LD THEREINTVET,

IS5 ARMEEINTVWEWVATATIR, 77V —>avz2IEroY — N "THEHXELE, 753147 MIRL
5IP7 RURIZHERLURITNERD 84, UL, DI TARVAT LTI, EFHEAMIKMEIP 7 R L

2.2. HA (High Availability) 2 52 % 9



CLUSTERPRO X 5.1 for Linux
RE—=KNTyTHAR, V)= 1

AZEEDYTTWET, ZD7D, 7747V MIEFKETo TV Y —N"\DHARPFER» 2R T 2 6EIX
L, FATHUY—NIZEHL TWD LD ICER 2 TCE ET,

T—RELEMSTZDITIE, T7 ANV AT LOEEGNEEZF v 7 LRITHNIERD $HA, BEEX. 771V A
TLOEEWEAF v 7T BHDIF vy avy N WX, Linux OEEIE fsck) 2EFLUETH, 7710
AT LDPKRELRBDIFEF =y 700 5RHEPESRD, ZOMEZPILEF->TLEVET, ZOMEEMERT
572012, Vv —F VT T 7 ANVATLARETT oA VA —FHZ2EHL X7,

BT TV r—vavid BIEMWET—XOWMMF v 72T IEIBLENDHD T, AKX ToEAR—ZALS5E
0=y 20 —)V7 47— FOWERREIZLD T, TholZEoT, 27747y MIKRaIy b SQL
XEBEITT BT, Bk LN TEET,

B o OEIRIE, REPRIL S NS — N2 YERRIC D B L TR, 27 A XY AT MTHER T XS
EUTHRBTEEY, EFOMEz BN T 2EBROEHDLAIR. ZZETolRTHIRETT,

Active Server Standby Server Failover

Server
Failure
Application ~
A
\&—

- 4
i Shared disk iu:
Normal Operation 1 2 Occurrence of Failure
4 3
Failback
,I
’I

] V:'

Operation Transfer Recovering server

22 EERLENSEIFETORN

3. ¥—\EH

10 BREVIRIVATLER?



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, V) —21

4. EHBHH

T ANF=NEDY —NDARY IRFHRTRP 2720, NERAR VN TRAMIZRS DB TITO
Y —NTEBETOIONEE LWESIZIE, TOY —NTEBEL2FEHTAIEZDIZT ANy 7 2TVWET,

P23 HA 77 A2 OMEAE (FAMAZYAA) DESIT, EBHEN 1 DTHO, HFHERTIEEEVEFEL RV
ARVNATGREE AR VS L WNET,

Server 1 Server 2

Application A

[ ees]
\\
\, \‘ J
Y
b
\\
hY
\\

- A
y

Shared disk

23 HAZ S AXDOEALE (FARARXNAT)

B 24HA 77 AXOEME AFAZYANA) D&, EHEP2 DEET, TNEhOT —ABBHRD
DHERTH L BENTAAR N1 2DV ET,

Server 1 13 Application A DR TH % L FRFIZ Application B DFFER T,

Server 2 1% Application B DR TH % & [FIFIZ Application A DR T,

2.2. HA (High Availability) 2 52 % 11



CLUSTERPRO X 5.1 for Linux
RE—=KNTyTHAR, V)= 1

Server 1 Server 2

N
Application A

A\
AN Application B
~ ...
\\
\\
L 3/ . i J
LY r
A3 ’I

|
—#/

Shared disk

24 HAZ 7 AXDEMAE (NARAR Y INA)

222 749351

R OEET 4 A7 BUI KBV AT LAIZE L TWETH, HET 1 22738 BLhElizd Y AT LHEED
IZAMDESATLEVWET, TITHEET A A7 2FHET, Y —NDT 1 A7 &2 —NETIF—V 7T
5212k, FUKEEZ XVRMETERLUAEZZ IARVATLAEZT—XI TV ET,

Server 1 Server 2

Mirroring
--------------.}

Mirror disk

X 25 HAZ 7 AZEEN (F—237—#)

o T 4 27 PR D T LM

¢ IT -V UITDIEOT —RENEL VWY AT AN E
LU, V= NRETTF—2%23I5— VU7 T530ERHL-D, KEDT—XE2REL T 5 RS AT 216
XEHA,

TV —arhsd Write Bk FHEET L, 7—XI53—T I V0 —HINVT A AT — X 2EEZAD
CEEFIZ, A2 %27 P EBLUTHERY —NIZH Write R ZIRD DT ET, 1 r&xax7 beld, — [

12 BREVIRIVATLER?



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, V) —21

ZORSEY NI —=2ODIET, 2I7ARYATATIEY —NORIELEHROI-DIZHEIZRDET, 7—XIF7—
XA T TRTEERICINATT — XDOEEIHHTAZeAH D £, FERADT—XIT— oV ViE, 2T

WolTF —REMHFEROOT =N T 4 AZIZEZRAL I LT, BARLHHRAMO T —22FMIL £9.

TV = arh5d Read ERICH U TR, BIZBARDT « 279 58A i §7217 T,

Active server Standby server
Al Application
1
1
1
]
i . File system
i
i
v w Data mirror Data mirror
engine engine
A
AN A
/ / A :\\
;N NIC LN
JI . \\\
A Sl
/ LAN \\

\ ;’ (interconnect) \ s S/
! \\
A &
V- Wite > V-

Mirror disk Read <—

26 T—XIT—OAMA

F—=RIT—OEARIE LT, AF v T ay b I 7y TOMARDVET, T—XIT—RATDI AR
VAT L2 AFRICHED T =R EFEoTWAED, ROV —NE T SARZPSYOEETZIT T, Ny I Ty
THREENTEZ B AF Y Tay bRV I T T UTT A A ZEETZERNERETT,

7z ANF—NDEEH EHER

ZIZET, "HIZIIFARVATLEVWSTE T A IVA—NI T AKX, ARSI Z 5 A&, HPC (High
Performance Computing) 7 7 AR %Y, IFIEFRITARVATLANDDZ L EHHLE L, ZL T,
7 A VA =2 T ARIE HA (High Availability) 7 5 A& LI, $—NZDEDE%ZHEAT S & T,
PEEFAERICET U TCWAEEZ I ZrOY —NTH EMHZ LIk D, EBEO AV (Availability) % i E
THIELEHNE U FARVATLATH DI LERTEE L, RIT, 7T ARDERKERBEAIZDWN
THAL £,

2.2. HA (High Availability) 2 52 % 13



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

2.3 BEERBEDAH =X A

JIARY T TR, EBERGICHEE2 S THREZRLT S EEBOF EMRE (71 VA=) 2EITL
¥7, 7oAV A = NUHO BRI RARIZABRN, fHIZIIARY T N2 THRED LS ICEEEZMET S
PRTHEEEL XS,

N—hE—=hNEeY—nRDEERE

TIARVATLIIENWT, BT REREHEARNLREEZ LS AR EERT 2 — "2 THELLTLE
S5HDTY, Y—"DEEIZIZ, BFEEEPATVZII—REDN—FRT o TEEY OS D=y 7N
HEENET, TOLOREEEZRET A0, Y—NOWEEHE LT HN— M= MDMEHINET,

N—hE— NI, ping DIEZMRT 5 &5 WHEHEMRZTTHIVDOTETN, 272KV TV TIT
FoTlH, HY—NOREEHRREEMHEY IETEZIBDOEHVET, 7IAXY T Mz T7EN—h
E— FDEZEEZITV. N— b= FOREVRWGEIEZTDOY —NOREL AL LTI = A VA — UL
ERBLUET, 72720, Y= NOFEAMREIZE O N E— NOREZEVNEILET D EZ@L, =N
fECHWT 2 THIREON PP BETT, Z07d, ERICEENPRELZRHE I IAXY 7
N 7 D EE R RAT AR L ITIE XA LTI EL ET,

)y —2DEEHRH

EBOEIEERNIE Y T ARERRT 2 —NRTOEEEZTTEDD A, IR EET TV Ir—v 3
VOMEAT 5T 4 AV KER NIC OfFEE, S USRERT SV r—2arZzoi00EREICE>TH
%%i%ibfbiwiToﬂ%%%ﬁi?ét@ﬂm\u@iD&UV ADEELRB LT 21V
F—=NEEFLRITNERD FEA,

VY —2BEEZMETAFEL LT, BEANRY Y — AWM TN ZD5E1F. EBIZT 72 AL T
ABEWIHEPIONET, 77V r—rarvoBERTIE, 7707 —Yary7avXAZ20EODRIEE
HOIEFEDN, EBIIHEBOR VR T —ECAR— 2R LU TAHABZ I OIBRTFEEEZONET,

2.31 557414 RV BOEBE

HETFT 4 ZA7MDT 2 A NA—NT FZARXTI, HEDOY—NTT 14 A27EBZ2YEMIZEEL 3, —BRIIZ,
T7ANVATLFIY—=NHAILT—ZOF vy v Va2 T2 8T, T4 A7HEEOYRNZ /O MEEEDRF %
BM2B77A4NV 1O MREEZFISHLTVWET,

HBETTANVATARBEBDY =D SFAHZIS Y NLUTT 7R ATEEESRETL & D07

WHOT 7 ANV AT LE, AUV —ARTF 4 A7 EOTF—R2E2EHFTEHLEEZATVRVDOT, Frv
ValtTA AR EDT—REIFIEEWASL I LR mENICET X EWELET, T AV A NI T
RYAT LTI, MOXY NT—=IN—=F 42 a VERBEIZLBEBT — NP oDT7 71V AT LRI Y
YREFSTDIZ, T o A7 KEOHHUHIE 2T o TV T,

14 BREVIRIVATLER?



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, V) —21

Server

Server

<l

Shared disk

X227 LEF4 AT XA TDY 5 A XK

2.3.2 xv 77— X—F 1 3 VK (Split-brain-syndrome)

Y —NEZ 2R STRTDAVZ X7 bYW END L, N"— b E— MIEB3WEEHTHWIHFEY—RDX
TUERRHELU, 72 ANVA—NUEEEETFLTCLEVET, HEREUT, OV —NTT7 74NV Y AT L E[EF
XY RLUTULEWY, T—XEZFERIUVET, 7oA NVA—NITARVATLATIREEPRELZEE

EENZENE L R R S RN AT E S LV E T,

A failure occurs on

A failure occurs on
----- > G- the other server

the other server
N s
LAN
(interconnect)
\. \ J
mount mount
0v{ag
1
Data % ? -
Corruption 841 -

K28 v bhT—=I=F 13 VHER

15

23. BERHOAD=Z A



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

OO HUEEE T2y VT =0 8=F 4 ¥ a VER] F2EFATY Y v T LAYy Fa— L4 (Split-brain-
syndrome) LIV ET, 72 A NA—NTFARXTIE, TRTOA Va7 bYW I iz 2T, HEEICHEE
T4 AV EEOHHUEIHZ FEHT 27200 FIERMISENBEZSNTVWET,

16 BREVIRIVATLER?



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, V) —21

24 VSR5Y)YY—ADEIEHE

TIARNEHTE) Y =AW T A A IPTRVA, 7V 5= avkERboiEd, Thonrs 73 A%
V= ARB[ERSTZDD, Tz ANI—NTFTARY AT LDOBEBEIZ D WTHAL £,

241 79D T

IIARVATLTIE, Y= THEMST—RIFIET + A7HE LD =T 1 ¥ a VITKALET, T4b
H, TREJEMSLIFZ. TV —VavdBlHT 7 7 A UPEMINT VD 7 7 A VY AT LR
P—NETIT UV MUABT I EIEPRYERA, AT« A7HEBFF EMSEOT — N YR BRI
TWBDT, VFARY T NI TWFIREZLE T 7 ANV AT LD YV MNETTT,

Detects a failure
<__ —

! e
Server
Failure
\. J \. J

/"
~

&f

A
_
29 FToAOH EHE

BMAFEDO LS TN, 2 I ARV AT LERGEE  MET 25 A THEELRT IR S RVRDADH D 97,

120, 774NV Y AT LAOEIENHEOMETT, 5IEMISIL LTVWE T 7 IV Y AT LK, BEFEETIE
FMETIEPOY—NTHHAIN, EULNLAECEITEFFTH-Z2E LNEFA, 207D, 5 EMT 74
NYATLTBHEX =T A THY, 77 ANV AT LOERENF v 7 PRBERREBLERS>TVWEST, 77 1LY
AT LDY A ZANKEL D e, BEMF £ v 7 ITHERRMIZERICAR D BEIC & o TR £ O R 20
POoTULEVET, TNDZDEE 7 = A INA— NI EBEOF EMERRE) ICEMINTLEN, YATLD
AAMEZE TS ERIZR £7,

95 121k, EXAABHOMETT, 7V —2avBRUBT—XE2 7 74 IVICEZAALLES., AEEE
AARERZRHALUTCT A AZADEESAAEMRIHL LS LET, ZITT7 TV Tr—varvBRESRAAL LR WA
AET—RIZ, 724V FT—NBIZLEEHPNT VWA EWREINE T, FIZIEXA =LY —NF, ZELE

24. V5RAYYY—ADB|EHRE 17



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

A=)V B AT = VITHERIZEEAALERNT, 2747V FELRIEPDORA VY = NIZZERTERELET,
U X o TH—NEERESRE, AT —LENTVEA -V EY—NOHEFHBICHIETSZATEET,
IIARYVATLTHERZ, —HDOV—NPAT—WAFERATZA VI T A VA =N RIZE S —HDY—
NWPGAIAD D Z L BHEFE LR ITNIERD EE A,

242 77— a v DB EHE

IIARY TN T HEBL EMEDRBIATSMFX. TV r—2avoiEHhETT, 74—V ML T
YhaAVVEa—& (FTC) LIZEBD, — BN Tz ANA—NIFARXTI, 77V —> 3 VEFHOAEY
WAEZABL 7O AREBREEF EMEEEA, ThOL, BEPKEEL TV —NTEIFLTWET 7Y 7 —
VavEBERY—NTHEGTTZIETT IV I —va Vo3 S E2TVET,

BZIE, T—RR—2AEHY A5 L (DBMS) DA VARV AZBEMSIHE. 1 VARV ADREIFIZBEINIZ
F—=RAR=ZADEH A —=NLT AT =K/ A=Ay 2 frbhEdT, Z0OTFT—RR—AHEHIZ BT RFE
X, DBMS OF = v 7 HA YV M Y R—=NVDFER L > THHREOHIMATE 92, —BINIZITES
RERELTL L5 TT,

DT TV r = aVidHENFT LRI TEBREBMTEE TN, MEREROEBEHFIELLERT T
F—=rarvidHET, TOLIRT TV IT—ra DO T ARV 7 b 2 T I3EFERFIEEZLBRTE S
£5. TV Tr—vavoRHORDVIZAZ Y T EEHTES LR >TWET, A2V T MHNIZIE, A7
D)7 OFEFERPETY - AN EOERED LIZ. BEIRUTEHERTTH 77 7 A NVDI ) =T v T
COBIHFIEZGR L £9,

243 7 A F—/\HE1E

ZZETONENS, DS ITARY 7 NOBEMENS»E LEVET,
(a) BEERE (N— hE— Y Y — R
b) 7=y v (2y NT—=IRX=F 1 ¥ a VIREEOMER (NP k) B X O BEERAE Y — O HIk)
() T—RDF| Efks
(d) IP 7 RL 203 EfkE

e 77Vrr—varvog S

18 BREVIRIVATLER?



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

A Faillure Detects
Occurs Failure

M Q

Completes
Taking over

E Time

>
(a) (b) (c) (d) e)
Detects a Fencing Data IP Taking Application
Failure Taking over Taking over
(Heartbeat over
Resource
Monitoring)
> . > >
Down Time System
Operating
Time

X210 7z ANVF—=NRALLFv—F

IIARY T MU TR, INSDOMLRLEE | D1 DESICERETHESTT S Z 2T, @A (High
Availability) #FEBHLTWADTT,

24. VSR8 ) V—ADE|EHE

19



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

2.5 Single Point of Failure Ok

UMY AT LEZBET L2 T, ROONZE U IRHELTLHEO L NV 2EET 5 Z L IFEETT,
N Thbb, VATLOBEZIE LSS XTI ETRERIINGLUT, TEMKEZ & 52 & THE)Z ML /-
0. BV CHREMRBIZEHLZD T5R DMK BEANSEOEH TR L., YATLE2EHFTILVWIZ L
T9,

Single Point of Failure (SPOF) & i&, Y AT MEILIZ DD B 28T SETH L i LELZ, 7T AXY
AT LTRY—NDLHEAZEB L, Y AT LD SPOF 28§22 e NTE LW, LT Ao0E, =N
MTHETEHMIIOVWTIESPOF b2 bBFET, ZOREHN2LE LD L IIHRT 2L VAT LEGHTS
e @AY AT LAEOERBEIRRA R 9,

IS5 ARVATAZAAEEA EIRETH, TN F = NIZREOERED Y AT LAY 0 B2 RMABRE L
FT, /oT, 7oA INA—NIEFFIEATHAEOEFTERD 1 22 WA ET, T072H, BaHEY R T LTI,
FITHMARY —NOAHAMEZFED S ECC A €Y RIUERRR E OFMARKEZ RO TTH, 2 TIHEMAEY—N
DT MR B IR T, 25 ARV AT AZEWTSPOF LD LA TEHD 3 DIIZOWTHRD FIFT, &
DEIBIEDRDHBEDETVWEZVERWET,

s HT 4 R

c EF A AT ADT I AINA

251 BT 1RV

WBHE, HET A AZ2ET 14227V 112k ) RAID 28D T, T4 A7 DRT RT4 71X SPOF 72 b £HA,
UL22U, RAID 2y b= 2N d 5720, 3 ba—IWMEE 20 ET, ZLDIITARXRVATLTERAX
NTWEHETFT 227 c3ary bo—SOEIWTREICZ>TWET,

“HAXNZRAID aY ha—F DR EEENT O, BHIEIHEET 1 A7 ADT 7 ANRAD_HEHLEFTS
BERHO ET, 72770, ZEASINEZEBOI Y a—I R SHFIZE—DORET + A7 2=y b (LUN) N7
IR ATELEIBRIEET 4 AZDGE,. TNEFhOaY b —S1Z9—N%2 1 GT28REThEI -5 R
WIERIZ ) — R 7 A VA —NE2REIEI e TEHTHE2ZEBTEXT,

20 BREVIRIVATLER?



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, V) —21

Server Server
N '
HBA
\ v, \. L1 v

Access path

RAID )
l Controller
occurs
A A
. N B | )

Shared disk

211 RAID a¥ bBE—F &7 7EA/NZH SPOF & 74> T34l

A Failover ("

A failure
occurs

Ve

Shared disk

212 RAID 2> hu—5 &7 7 ANANRHFILINTWSH

2.5. Single Point of Failure ®#ki& 21



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

—J. EF A A2 2FHLARWTF—XIS—MDT A INA—NIFZAZTIE, TRTDT—XZIELDY—N
DT AAZIZIT—=) 7T 57D, SPOF WEELRWHABW Y AT AMEREZFEBHTE LT, - L, REE
HWARWVWETE, MOEIBEITOVWTEETIRENRH Y T,

e XAV NT—ZENLTT—R%EIT—Y VI T5ILI2&DT 1+ 22 VO VERE FEIZ write PERE

]

o Y—NEHEBOBEIHIZBE TS, IT—FHEAMIOYAFLAME(IS—a—EF NNy 2759 RTHEFX
n3)

o I T —HAEMRHE (I 7 —HAMNTET$EXTY 7 ARITHMAAD L)

Thbb, T—ROBEIALL, T—RARENEL LWV ATLAZBVWTIE, T—XIS—BD Tz ILA—1ND
TARERHATEE W 02 EZEERI VM EWVWIET,

252 HEFTARIANDT I ERIRR

HEF 4 A7 5 AXD—RNLEREER TR, T4 A2 D7 78 AT 5 AR ERKT B&Y — Tk
BFaNnxd, SCSI ZHNHEIIE., 1 KD SCSI NALIZ2EDOY — N HEF 4 A 2BETZ2 WS 22 TT,
ZDED, ET A AIADT 72 ANRADBEIZY AT LALROEFER L R0 EET,

WEKE LTI, ET A AT ADT 7 ANAZEHHET 2L TREMEE L. 77 r—va VIizidtf
FAARAINDT X ANRAM I A THEIPDEIIZABTEZ R EIONET, INE2EHTET NI ARITAN
ENRATzANF=NRITANREETFOTET (RNAT ANV —=RNRIANBZHEET 4 ARV X =DFFKL T
VY =2 BT =A% VDO TTA, Linux fliD/SAT7 2 A VA —=NKFA NEFFAFER ETH -0 LTI ) —A
INTVWRVWES TY, BRRTEITRDOEEY, ET A A2DT7 VA ay b —F T8 —N%2 T 5
ZETHET A AIANDT 72 ANA%53ET 2 FHED Linux 7 7 ZARZIIEWTIEAEEEROR LTV i b
7).

22 BREVIRIVATLER?



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, V) —21

Server Server
Application Application
Path Path
w Failover w Failover
Driver Driver
Path .
Failover,” WV
. ==
\\

Ve

Shared disk

213 NATzANVF—=NKFTAN

2.5.3 LAN

TIARVATLIZBST, 2Y U —2 ETAOHLDOY -V A%2FETFTTEHY AT LTIE, LAN OEEXY AT
LB EHETZRELRERNTYT, 77 AKXV AT LA TIREY) 223 E %17 21X NIC FEEIFIZ ) — RET7 o1
WA= NEREIETHAMEZ GO ZLIEARETT N, IV ITARV AT LOIMID 3y b7 — 7 BEEEDSEE L 72
LEIERIED VAT LOBEEHEL £,

2.5. Single Point of Failure ®#ki& 23



CLUSTERPRO X 5.1 for Linux
RE—=KNTyTHAR, V)= 1

I A failure
Server /M'} occurs
. Failover

Server Router

-

Shared disk

2.14 LAN ZB1F 2 REDH (NIC)

ZDOXEDIFE. Server D NIC BfELTH 7oAV A —NF B2 & T, Server LFOY—E 212053 % PC 75

DT 7AiM TEET,

Router

SPOF

Server Server

NIC

-

Shared disk

B 2.15 LANIZBIFsEEDH (L—x)

Z DDA, Router AifEd 5 & Server FOY —V AIZWT A PCHALDT 7 A2 TEFHEA (Router
73 SPOF (272> TW53),

24 BREVIRIVATLER?



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

ZD&5H7r—ATlE, LAN 2IEATA I TCUVATLADOWMANEE2EDET, 7IARVATLIZBEWTH,
LAN O] FVEM EIZIZHRS — N TOEAMAZ D F FRAMETT, HlZIX. POy b7 —IEEHOERZ
ANTICHEMLTHEE, HELZSACTHTANEZ S 2 Vo HFRAKZTED, SHED Ry b7 —2#s%
TMEEELTxY N7 -7 REE2LENT LI THEMNIIREZ OB HENREZONET, £/ 1V T
WD ANS R I ANDESIZNIC ODILEMEZ Y R— T2 R4 NEFHATEIENWSI I FZZoNET,

O — RNT v 2A%E (Load Balance Appliance) 7 7 A 7 7 % — b ¥ — /N (Firewall Appliance) $ SPOF & 72 D %
TWAY FT—IH&RTYT, ThobEk, FEEBLIRBAT Va7 b7 2MATEHIET, 71
I =R EMD D LS IZR>TWAOPEETY, FRHZ 2o OHERIE, ¥ AT ARROIER IZHERAEIZ
FIET DT —ANZ W=, TUEMEE &5 Z L IXIFEBHEEZDRETT,

2.5. Single Point of Failure ®#Eik 25



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

2.6 THItEZXZ %:EH
2.6.1 SEFRIEE

VAT LN I TNVDOREERNDEL K E, HE I AREARFIERT 250 THL L 0VbNTVWET, 2Ol
MOFEZTH, @AMV AT A2 ERT 55 2 THEHAT O & FEEEIHY = 2 7 IVOEIE Y AT LOZER
izl > TEETY, fMIOBME LTI, BEMAIZADLET, OS5I E2ERKT HZ XA AR EONR
1> heRDET,

o BEERAEGHREZTRVE U, WEE2RE U, BHOUEEE M 2T VWEHET 5
« VIARDTA THA I NEMEL LI 2TV, FHREIEREONRT x —< v AR YOG EITS
« INSDFHMiiE S XIZ, VAT LAEM, MEHEIAY= a7V EEMT S

TI5ARVATLADHRHEY VTINVIZTE IR, OIS BREEP Y a7 ALEMALTE, VAT LD
M EDORAS VY e RBI RN EEENVET,

2.6.2 [EEER

ERO LS BB DO STHEIRETEIEDTT, N— Rz T ZIEREL(ILHD, V7 U oTIZiE
AV =R EOHEEPHRAUMOF Yy RO T 4 TV 72 BAERHZLTLES ZICXBEERY, E
WIREA 25 VS BTHEELFELTLEVWE T, 202D, N=Fv 7, V7 Y7 Otk e R
2. TOWCEBEL D OFMEELEHR L CRERERIETICINT S22 T, HR—T— NICEENKEL

HBERBNZID L, 7 TARVAT LEMG ZE TRADY D BFARM T AT LOBB 2k TcE 232, 0
FEREBELTBTIEV AT AETEEZ2 RVIROBEERERIZIZZ T AR VAT LAIMAORERE R X2 {/ko>TL
FWET,

ZD7d, BENBELZGE, TSI EVAT LAEREIXROBEERAEITfMA, H7-IH4E L7 SPOF 2 HLD bk
K BREDHUE LT NERD FHA, TOLIBRVATLAERERE2YR—FT55XT, VE—FAVTFV
AXMEEDERE Vo> 2 HERENEEIZ A D £ 7, Linuk TR, VE—MAVTFF Y ADETIEWVS £TH 7% IR
ENTWET L, BELERT HLMALENDDOH D 7,

b, 252X AT L2MALCEATAMZERT S5 XA THREL SN ELEMRZDIENPDARAL > MZDOW
THIALE U, BHEICE DR EROEIIBAICERLELEIIE VWD I LIIRENEERVET,

» Single Point of Failure % HEbR & 72 13023 5
o BEREIZHRNY v TV REEE ATV, EHRIREICE O EEA - MEHEHFIEOY =2 7V EEMHT S

o B U 7B & RN LB LS %

26 BREVIRIVATLER?



B3E

CLUSTERPRO DOfERAE

AFTIE, CLUSTERPRO 2#Kd 530 R—F > FDFHE, 7 I7AX AT LDE
IZOWTEHIL £9,

AETHATHHBHIFATDEED T,
* 3.1. CLUSTERPRO & |&?
e 3.2. CLUSTERPRO D% G HERK
» 3.3. CLUSTERPRO ®Y 7 b7 = 7R
34 7TV IHEE
* 35 7T AINF—RDLLH
«36.JY—REIF?

* 3.7. CLUSTERPRO %ZW& & 3!

27

S EHTFIEE TOERN



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

3.1 CLUSTERPRO & (£?

75 ARIZDOWCHME L 722 Z AT, CLUSTERPRO O#Efr2i5®H £ L & 5, CLUSTERPRO ¢ %, JiE (75
AZAL) Uz AT LRI &0, BAROY —NTORENRREL AT, BENIZRAEROY —NNTEK %
Bl &ML LT, MEWIZV AT LOMAM RN 2 E5D5Z 2 WHIZTAY 7MY T7 T,

28 % 3 & CLUSTERPRO DR A



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

3.2 CLUSTERPRO D& miEnk

CLUSTERPRO K ELK BT 2 L2 DDEVa— I oRlEINTVWET,

¢ CLUSTERPRO Server
CLUSTERPRO DAL T, Y —NDOE A AMBEEDOETHREEINTWET, F7-. Cluster WebUI DY —
NBERED EENE T,

¢ Cluster WebUI
CLUSTERPRO DG HRDIESREAE L AT 2 DEHY -V TY, 2—PFA v RX—T 1 RLL
T Web 77U ¥%2FMLET, ERIX CLUSTERPRO Server IZHAA TN TWE TH, FIEIXEMHER L
D Web 7' Z 7 ¥ TF7 5 728, CLUSTERPRO Server A{A & IZXF SN TWET,

3.2. CLUSTERPRO D& S##EnK 29



CLUSTERPRO X 5.1 for Linux
RE—=KNTyTHAR, V)= 1

3.3 CLUSTERPRO @V 7 bV = 7#8mK

CLUSTERPRO @V 7 b = THEKIZIRDX D & 5127 Y £9, Linux ¥ — ¥ k2l TCLUSTERPRO Server
(CLUSTERPRO A{K)| %1 > A =)L U E T, Cluster WebUI DAA#ERE X CLUSTERPRO Server (28 15 7
B, FL&A VAN =T BRBRENDH D LA, Cluster WebUI IZEHE PC 1D Web 75 U HnS5FIHT 515, 7
FARERERT HE Y —NED Web 75 0¥ THERMTEET,

(a) CLUSTERPRO Server

(b) Cluster WebUI

Server1 Server2
(a) Main module (a) Main module
\ L%

(b) Cluster WebUI

Management PC (Client)

3.1 CLUSTERPRO @Y 7 b7 = 7 &Rk

3.3.1 CLUSTERPRO DEEZEEHRD L < &

CLUSTERPRO Tid, ¥ — NEif, EHBEMH, NEERO 3 DOEHZ1T> 2 2T, Ml DR EERE %2 %
HLUTWET, UFNIZZ0OEHOFEMEZRL £3,

30 % 3 & CLUSTERPRO DR A



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, V) —21

3.3.2 H—REREE

Y—NEREEZ T ANA =N T T AR AT LDEREFEARWLEREIET, 77 AXE/HET 59—\ EIL
LTWiRWh2EHRT 28T,

CLUSTERPRO (3% — NEEH D722, EWIIZ Y — NE L CTEFHERZITVWET, JOEFHREZ N N—PE—b
EIFOET, N—hE— MILUTOBEFE AR ZMHHL TITVE T,

« TIARVIVAVRAZRT b
T ANF =N 2 5 A REHDIBESNAT, —fED Ethernet NIC 2L 3, N"— = Z2fT5 &
FIRHZ Y — ORI HEH L £,

oY —
D>

\_ J LAN . y,
heartbeat resource

dedicated to interconnect

32 LANN—hE—bF/ =XV E—RLANN—hE—F (FF3A4VA 2 RIART )

e v HURYAVRAXRDT b

II74T7 Y NEDBEIZMFHALTWREENARAEFHOA vy Xaxr7 b UTHAL EI, TCP/IP »HEH
TEZNIC THNIEEDEIREDTHEMNETA, N—bME— b 24T EFAFIZY = NEOIFHRZHIZ
EHLET,

3.3. CLUSTERPRO ®V 7 k7 = 7#&HK 31



CLUSTERPRO X 5.1 for Linux
RE—=KNTyTHAR, V)= 1

ﬁll
/\

NIC

\. J \. J/

A Public LAN heartbeat A

33 LANN—hE—=b /" H—FNVE—RLANN—FE—b (BHVEVAVRAZT )

 EHEFT 4 RS

Tz ANF =T 5 2R EBERT L2 TOY—NIZEREINZT «+ A2 £z, CLUSTERPRO HHD/$—
F 4 ¥ a3 (CLUSTER /S—F 1 ¥ a V) Z4Ek L. CLUSTER /S—F 1 ¥ 3~ ET/H—bhE— k2T

7,
Disk heartbeat > <
V= !\r“v
o [N R
Shared disk
| / . J
34 FT4AZN—FE—L
¢ Witness

Tz ANF—ND 5 2R ERERT 5% —/N8 Witness ¥ — /3P — EAREEL TV B8 — N
(Witness ¥ — /) IG5 217\, Witness B — NDMEEFT B8 — N & OBEBFHER» S ETEHERALUET,

32 % 3 & CLUSTERPRO DR A



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, V) —21

NIC

\. J/ . J
A

" Witness heartbeat H

Witness server

3.5 Witness N— M E'— b

FER: AV PT—IR=F 4 a REIZOWT : 27 AZY —NEOETOBERICHENKELLAY VT —2
BIZAMENTLUESREOZLETYT, 2V V=2 R—=F 4 v a VREBIZHIGTETWARWI TAR Y AT LT
X, BEROEEEY - NORHEEZXHTES, A-EFEEEBROY —A"\PoT 72 AL T — X EL5 &R T
BENbH Y £7,

3.3.3 EFEMRE

BRI, EBET TV T2 a v 2D OREBNFEITTERVIRIBIZHE S MEER % AT 2 HEET T,

e 7TV =Y a vDRIHER
TIVr—=yavEEHHAOY Y —A (BXEC VY —ALHOET) Ik EEZTV., BEHHADY YV —2
PID E=R VY —ZALWOE ) IZE 0 EMIZ T O ADEFE2MRT S Z L TERLET, 5 LHE
RDEKT TV r—2a VOREKT THIGEITAENTT,

ER:
— CLUSTERPRO WEEEEI L7 SV r—>Ya VHAERKNEOREE 7o A2 BE LK TLTLES
I3 TV r—va vk, BEIu v A0BREEZMETAZLIZITEEHA,

3.3. CLUSTERPRO ®V 7 k7 = 7#&HK 33



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

- TV =Y a VONIIREORE (7T 7V 75— a VDA M —LOEEEY) 2RETEZ 213 TE

Ec VR

o UV — 2D

CLUSTERPRO DE=ZZ VY —AIZL D I SRR )Y —A(FTAARIZN=F42av, IPTRLARE)®
N7V vy 27 LAN DREZEHRTLZE TRHALE T, EBHELERPEZIIBLER)Y —AOERETH D

LA TY,

3.3.4 WERERE

WAL & 13, CLUSTERPRO WHBDE ¥ 2 — VI AR T3, CLUSTERPRO O & Fiti#RE A E R IZE/E L

TWBI e 2EMHUET,
WD & > 7B % CLUSTERPRO WER T > TWE T,

e CLUSTERPRO 711 2 DFiE R

335 B TEHBRELERTELRWVESE

CLUSTERPRO 213, BsfiTEAMEL TERWVWEENRDH D T, 7T AR AT LR, ERAKIZ,

REAPRHEABER DD, £HRERETERVODRZBREL T ZENEETT,

3.3.6 ¥ —NERTHRETEZRELTERWVES

BERLSR: REY — NP oD N— hE— M AR
o BT E SEEDOH
- N— KDz 7[EE (0S BHkGEIETE nh D)
— panic
o BT ERVEEDOH

— OS DM MEREFEE (v 7 A/F —HR— ROADEEL R WE)

gDk

34 % 3 & CLUSTERPRO DR A



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

3.3.7 XEERTHRETE2RELTERVES

BERSRM: BET 7Y r—2 3 VOEK. ERNRY Y AR, Hd v NU—7EEAOBEHYIN
o BT BEEDH
- 77—y a VDEERT
- WEF 4 A7 ADT 7 & AfEE (HBAY DOigfEs L)
- /371 v 7 LAN NIC O #fE
o BT ERVEEOH
- TV Tr—2avDA =)V REN

TV —arvDA M= )VEEREY % CLUSTERPRO CHEZEEMRT A Z LI TEZHAN, 77V r—va v
FEMALURERERCEIEE 2R T T570 I L8R L. 20702 5 L% EXEC V YV — ATig#E), PID €
ZRVY—ATEHRTEIET, 7oA NI —NeHEIRHBEILIETAEETT,

*1 Host Bus Adapter DT, HAF 1 A7 [ TIRARL, Y=N"KEKHOT7 X F2DZ L TT,

3.3. CLUSTERPRO ®V 7 k7 = 7#&HK 35



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

34 7V VTR

CLUSTERPRO 7 = v ¥ v 7 DHAMAL LT 2w VT =IO RX=F 10 v a Vg & TgflgER] 242 T
E

>

341 Xy bNT7—0NR—F 4> 3 VR

CLUSTERPRO l&, 2% — 1"\ 6DN— b — Mgifizfiti 95 &, ZORRBARY I — N EERON», H5
WIERY FT = R=F 14 v a VREBIZE 20RO OHBIZTVET, - NEELHWLZGEEE. 71
WA =N (R — N ETEREY Y — A2 EM L UERT TV r—va v 2 RE) 2FETLETH 2y hT—
IR =F 1 a VREBLHIB L5 A 1k, BB L D T — 2R BLIE 5720, BEY Yy MR UL
COMIREFERL T,

2w T = NR=F 4 ¥ a VRRARIZIE VRO HENH D £,

* ping i&
* http A=K
5E:

2y NI =R —=F 4 ¥ a VREIRFEOBREIZOWTOFHME, (V77 LV AHTARID [y b T =7 —=F 4
g UERYD Y — ZDFEMI] 2SR TLSEE N,

3.4.2 s&HlfF1E

P—NEEZRAILZEE, BT —N"D5EEZEI LAY — NI L CTELEREZRIT TN TE X
T, BEDH LY —NEEILREABITIEL &0, 257 7)) 5= a VP EEROY — NN CRIFICEET
A REMERHER L £, MEUSIEOWIRIZ 7 24 VA — NP I N AR ETINE T,

B%&:

FRENEIEDFREIZDWTOFEMIZ, TV 77 VU AHA R © BEEHEIEY) Y —20FEM] 22 LTIV,

36 % 3 & CLUSTERPRO DR A



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

35 7z MIA—/1RDLLH

CLUSTERPRO i3fEE 2T 5 &, 71 IVA—NBBETIZRHE L 7ZBEX T —AN"DEEL LY T =27 8—
Fa4vaRENPEZHMILUET, 0%, BERY —NETEED Y — A Z2TEMLLEET 7V r—2 a3 v 2EH
TEHEIELTToANFT—NEEGTLUET,

ZDEE, FMIIBEITAIVY —ADEFVZ T ANA NIV —=TLIRVPET, 71V A =TI —T13F]
AEP SRS, RENZ IV a—XeARTIENTEET,

FEWR: VAR VATALATIE, 77V r—yavaEileln ) —RCEBILAEBTIETTI oA NA—NEETLE
T, DD, TTVr—varvOREY FITEHENTVWEETREEZ 7/ VA —NTEHZIETEEHEA,

BEEFAEDS 7 o AN A =% T E TORMIZBAHBLETT, AFIZXALF vy —F2RLET,

Error Error Failover Failover
occured detected started completed
{ﬁh \ E Time
>
————— e o e
(a) (b) (c) (d)
Heartbeat Fencing Activating resources | Recovering
timeout or restarting
application

K36 7ZxzANA—NDRALFv¥—h

a. N—hE—hMXALLTT b
o« EHFEFITLTVE Y — NOEERAER, RN OREZRET S ETORMETY,
s BBOAMIZIGELTZ I AR TaNT 1 OFEMEFHEL £,
(AR E TIZ IO IR ESNTVET, )
b. 7z s
o 2y NI =T NR—F 4 ¥ a VR LRGN L% FEIET 5 72O TT,

e XY NI =IO NR—=F 1 ¥ a VERTIE, HFEYF—N"PS5DN— b =D& (N—PFE = XL LT T L)
BEry hT—=I =T 1 v a v REIZLZEDD, ERICHFV - "PEELZRILZO»2HALET,
EEIXIFIEBRRC RV E T LETD,

o MRHENFILTIE. WMEZEI Lz MBS NZMHFEY — NI U TEIRERERITLUE T,
WERFENE 2 T A X OEEEREE (WBERET - RAEEREL - 27 5V RE) IZL > TR LE T,

35. JxMIF—1DLLH 37



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

c. &FE) Y — AiEMAL
o EHTHERY Y —ARIEMAAT 27-0ODKMTT,
e T ANVATLEH, TAAZHADT —XG#E, IPT7 FLADFMEERITNET,

o —fRIEETIZECTHEMEALE TN, 724U F—NTIN—TI2&FEINTWB )Y — ZADOFEEREIZ
o THERFEIZZI L ET,
FEELLIE, T VAN = W&BRETA R 22RLUTLEX W, )

d. 77V — a3 VIEIHWE - FHiEE)

o BWCMHHT AT SV —>a VORIMIETALAHMTY, T—EZRX—200— )Ny Z/a—)L7 57—
R ¥or—2EBIHLEORBEEENE T,

e O—NU Ry /=747 —RElZREEFcv RSV M VR —=NLVOFETHHEETHITEETT,
FHLLIE, BV 7 bz T7HBFORFaI AV FEZBRLTLEZ Y,

351 7z IA—NYyY—2
CLUSTERPRO 2’7 A VA —NHRETELZERY YV —RRFLUTDEH Y TT,
BN —TF 4 aV (FTAARIIVY—A, IT5—FT A4 ATV —=A N TV RTF 4 A7)V —=ARY)

EHT TV T =2 a v EMARET —RERKINT 2720DT 1 A2 RX—F 1 a v TT,

e JH—FT4VFZIPTRVA(ZJH=T 4 V7 IP VY —2R)

e TU—F 4 VI IPT RUVAZRBHUTEBAERT S I T, 7oA NVA— N2 & BEBOEITIE (V—
Ny DZEALEZ 547 v MIRIZT B BENRL 2D £,

e NTV Y I LAN 77X TRXADIP 7 KL ABNEI D 4T & ARP X7 PORXFIZLDEHLTWET, 1
LAEDRY N —IBERS 70 —F 4 VI IP T RLAIZ L BN ARETT

A2V TN (EXEC VY —RA)
e CLUSTERPRO Tld. ¥¥7 7V 75— a v A2V 7T hhroid#lL £,

o« HETF 4 A IZTHIEMIANEZT 7ANIE T 7ANVVATFLELTERTH->TH, T—XE LU TASE
EIRREBIZDHDGENDHVET, A7V T NI T TV Ir—v a voEEDIED. 7 A IIVA =D
EHEA OB IHLEE R U £,

R VARV ATATE, 77V —yavegei /) —RCRBILAEBTIETTI oA IVA—NEE
TUET, 207D, 77V —=arvDAEY BITEMEINTVWEETREZ 72/ VA —NTH I 2IX
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352 JxAMINA—NRBULSRIYDY AT LHERK

TzANA=—NI FARE, TARAITVAEKEE 7 TAXY —ANHTHRAEL £, ¥ — N FEERICIIGFER
Y= APHET 1 27 LOT - X e M URBES SMHE LT,
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X 37 TZxzANA—NTFTARDY AT LKL
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—FHDOY—NEHARE UTEELZBE I, MADOY —N2HHR L U TEE 2B S BV EREET
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39 FABARUNA 25 AR (2)

B—77)7—2avWARRYYNAIS5RY

BEOY—NTHIEBKT TV —Ya v EBRSEHEICRKT 2 EABETT, 77V 75— 3 Vi
FHAR N EHEYR=PLTVWEEDTRIINIZRD A, HIEBT—XE2EBIHEITE Y
BT, TZRALEDELULTWET—RIZE-TOZIA4 TV " DS DEREY —NE2EEHT LI LT, T—
RDEBN COAMDIMS AT LEBETEET,
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K311 F—7 77—y a3V MARAZ YN 2T AR (2)

BBT7 TV 5= avBAEARY VNA I F Y
BEBOBEOELT 7V r—a v it NENRE 5 —A"THE I SHEIC AT 2 EHEETT., 77
VIr—2a YDBRAMAR VNS EHEZYR— ML TWABEID D A, EFRMATOAMIES AT
LEMETETET,
Application A & Application B 1324257 7V r—>v 3 v <9,
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312 BETY SV —va v NAAR AL 25 AR (1)
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313 BE7 TV —Ya YRABAR VNS T AR (2)

N + N #

CZETOMREZIGHL, %D —REMHUZBRICIEST 2 Z 8 $WHETYT, FHIX, 3FHD%E
BEIABEDY—NTEFL, WSHENPRBELUZFIZIE 1 BOFERACZOEE 25 S WOIEKT
o FAMAZ AL T, EHEREOY Y —ZOMEKIE 1/2 TUZZA, ZOREZAR S ERROMEKE 1/4 £
THIRTE, 2D, 1 BETORERETHNENRN T A -V ADETEH D FHA,
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Active server Active server Active server Standby server
Server 1 Server 2 Server 3 Server 4
N N ™ N
[ el
Application A
T
Application B
[ eee]
Application C
. VAN /N VAN J
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Active server Active server Active server Standby server
Server 1 Server 2 Server 3 Server 4
™~ ™ ™~ ™
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Application A P o I =~y
A failure
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3.5.3 BT A RVBD/N— KT = THK

HEH T+ AR D CLUSTERPRO O HW #E FHD & 51274 b £,
Y —NEOEEHIC
e NIC % 2 ¥ (1 #idAMB & oidfF & i fH, 1 #id CLUSTERPRO /)
o BT 14 A7 DORGE IS
ZHMAT DR R T,

HET 1+ A7 DEERiA >~ X —7 =1 A% SCSI * Fibre Channel, iSCSI T9 A%, il Fibre Channel »* iSCSI
IZ & BN —RITT,

Active server
Server 1

Standby server
Server 2

Shared
disk
A
O

NIC1-1 NIC2-1
\_ J Interconnect \_ Y,
LAN
NIC1-2 FIP1 NIC2-2
Al Public LAN

3.16 77 AXMESH (T« 27 H)

FIP1 10.0.0.11 (Cluster WebUL 7 5 A 7 > b 6D T 7 & A 5k)
FIP2 10.0.0.12 GEH 2 S14 T v b Iro DT 72 A5

NICI-1 192.168.0.1

NICI1-2 10.0.0.1

NIC2-1 192.168.0.2

NIC2-2 10.0.0.2

RS-232C 784 A | /dev/ttySO
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FNA A4 /dev/sdb2
<Y hRAL M | /mnt/sdb2
T7ANVVAT A | ext3

354 IS—FTARVBON— R T THEKX

7 — & X7 —k® CLUSTERPRO &, FR®D &S ez £9,

HETA AR EHANRIF7—T A AT —RIAC—HDIy T =7 PogE L2 b 905, @% . CLUSTERPRO
DWEREEH NIC &AL £,

72, IT—T 14 AR v X —7 =1 A (IDE or SCSI) IZI3&7F L £H A,

¢ IT=TARIHHRD Y FARBEIOY Y TN (OS DIA Y AP —=LVENTWET A AT T ARIN—
4vav, T—RR=F 4V aviiERssgs
UUTFOMKTIE, OS B YA R—LENTWET A AYDEES—F 4 Y3V, I TARN—T 4 ¥ 3
V. F—=RRA—=F 4 ave LUTHEHALTVET,

Active server Standby server

Server 1 Server 2
N 4
Mirror - - Mirror
disk 1 - - disk 2
NIC1-1 NIC2-1
\_ S Interconnect . J
LAN
NIC1-2 FIP1 NIC2-2
Flre Public LAN
M 3.17 77 AZERHI 1) (2 7—F 1 AR
FIP1 10.0.0.11 (Cluster WebUl 2 5 1 7 >~ b 6D T 27 & A5)
FIP2 10.0.0.12 (EHK I 71TV R 6D T 7k A5k)
NIC1-1 192.168.0.1

;ka)/\o_gt:ni <
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K 33 -RIDR=IDSDFEE

NIC1-2 10.0.0.1
NIC2-1 192.168.0.2
NIC2-2 10.0.0.2
RS-232C 784 A | /dev/ttySO

0OS D/boot T /31 A /dev/sdal
OS @ swap T /N1 A /dev/sda2
OS D/(root) T /314 A /dev/sda3
TIARN=F 1 avYHATNA A | [dev/sda5
F=RN=F 4 avHTNA A /dev/sda6
ROV Wit GV /mnt/sda6
77 AIWVY AT L ext3

2T—TFT A ATHEHAMD I I ARBREOY VTN (I FAZRNR=F 1 vay, T—RX=F14a vy HD
T4 A7 EABT 254

UTOEETIR, 295AXR=Fsvay, 7—ER=—F4vavHIZIT1+A2Z2ZHEL,. #HRLT0WxT,

Active server
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Standby server

Server 1 Server 2
2 - .—'-
NIC1-1 NIC2-1
\_ J Interconnect . J/
LAN
NIC1-2 FIP1 NIC2-2
—— Public LAN
X 3.18 75 AXKEM 2) (25 —F 1 A1)
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FIP1 10.0.0.11 (Cluster WebUIL 7 54 7 > b D6 DT 7 & A 5)
FIP2 10.00.12 GEH 2 94 7V oD T 7 2 A5k)

NIC1-1 192.168.0.1

NICI1-2 10.0.0.1

NIC2-1 192.168.0.2

NIC2-2 10.0.0.2

RS-232C F/N1 A | /dev/ttySO

0S D/boot T /N1 A /dev/sdal
OS @ swap T /81 A /dev/sda2
OS ®/(root) T34 A /dev/sda3

25 ARN—F 4 ayHAFNA A | [dev/sdbl
TNV AT A AT TNA A /dev/sdb2
XY NRAVR /mnt/sdb2
T7ANY AT A ext3

355 NA Ty RFT4RVBD/N— R 7K

NA 7w K#ERKD CLUSTERPRO &, TH®D & 5 BRIz £9,

HEF 4 AR E AR, T—XaV¥—HDxy N =2 0%Er ) £3H, @%. CLUSTERPRO @ KN¥R&EE
FANIC L3AL £,

¥z, T ATIEENEA Y X —7 =4 A (IDE or SCSD) IZI3KIF L £H A,

e NATVY RTF A RAZHEARKD I S AZRBRBEOY VTV QEDY —NTHEET+ 227 2BHL, 3BHD
P—NOBEDT A AIANIT—) U IT 58
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3.19 77 ARERH N1 TV y RF 4 A7)

FIP1 10.0.0.11 (Cluster WebUI 27 14 7> b 5D T 7 & A5E)
FIP2 10.0.0.12 (EH 7 71TV bR HDT 72 A%)

NICI-1 | 192.168.0.1

NICI-2 | 10.0.0.1

NIC2-1 | 192.168.0.2

NIC2-2 | 10.0.0.2

NIC3-1 | 192.168.0.3

NIC3-2 | 10.0.0.3

NA Ty RFNA R /dev/INMP1
VAV N i IV /mnt/hd1
T7AIWVY AT A ext3

RDR=TI2HE L
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= 38 -FIDR—IUDLDIHEE

25 ARN—F 4> a VHFAL R

/dev/sdbl

NA TV Y R Y —=AF A AL FNA A

/dev/sdb2

DISK N— b E'— ks FN1 24

/dev/sdb3

Raw 7 /31 A%

/dev/raw/raw1

« ATV Y RYY—RHT 1 R

N TV Y RFIRA R

/dev/INMP1

XUV hRA VB

/mnt/hd1

T7ANVYAT A
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DIARN—=F 4 a VT NA R

/dev/sdbl

NATVY RYY—ZAF 4 AT FNA A

/dev/sdb2

356 VSRYFTI U hEIF?

CLUSTERPRO TiZ&ME) Y —2%2 FD XS B TEHELTWET,

C UIGARATV LU b
77 AR DMRBNE D £,

e H—NATV s b

FEERY =N RTA TV bT, VIARATV 2 MZBLET,

e Y—NRIN—TF TV b

Y—N2HRDEA TV NCT, VIARET TV MZBLET,

e N—hFE—RMYY—=Z2ATV I b

FRY—NDONW HRERTA TV FT, $=NA TV MIBLET,

e XAV NT—IN—F 4> a VR )YY—AF TV ok

Iy M= NR—=F 4 ¥ a VRPEHEE RT ATV 27 T - A"F TV MZELE T,

« SN—=TATVx |

WS —NERTA TV T, VFARXA TV MZBLET,

« IN—TVY—AFA TV b

(AR —NDFED Y Y — 2 (NW, Fq Z2) 2RTATVz o N CON—TFTAT V2 MIRLET,

« E=RYY—Z2AFX TV b

B2 R ATV NT VAR A TV MIZELET,
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36 VV—R&IF?

CLUSTERPRO Tld, BT 2l SN 2MOMRETRTY Y =R, LU TERLET, ZOZ &Ik
D, X0 WIEICER/MERON S EZ XA TE 21ED, 7 7 AREEREERBEONIENES IR T, VY —
ZEFN=PE=PF VY= 2 T=INR=FT 4 2 a VRV V=, IN—=TVV—=ZA, E=ZRXRYV—ZAD4
DI NET, UTFIC 20K ERL 7,

36.1 n"—hE—K)Y—2

P—NE{T, PAVWOEGFEHRT H720D) Y —ATT,
PFICHEYFR—FEINTWABIN— = N) Y —2ZRLUET,

e LANN—F =KDV V=R
Ethernet ZfJH L 7- @152 R L £ 7,

e 1= )NVE—RLAN N—FE—=hF UV —2A
Ethernet ZfJH L 7- @152 R L £ 7,

* TAAIN—FE—=RYY—2
HEFT A A7 EORENR=T 4 va Yy (TAAIN=— = NAR=F oY a V) 2HALE-EEZRLE
T, XET 1+ A7BBOGEDARHETRETT,

e Witness N—hE—hrVU V=2
Witness ' — 3 —EADREHEL TWBHNERY — "D SHE L&Y — N Ol EREEZRLUET,

362 XY NTD—=IONR—=F 4 a3 VER)Y—2R

2V NI =N =T 4 a VIREEMIRLT H7-2DDY) ) —A%ERLET,
¢ PING 2y b T —28—F 1 >3 VIEHRY Y — A
PING ARIZEB 2y N T =2 X—F 4 ¥ a VERY Y — 2T,
e HTTP 2w b T —28—F 4 ¥ 3 VRRY VY —
HTTP ARIZ& B2y T =2 8—F 4 ¥ a VPRV Y — A TT,
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3.6.

30— Y)Y—2

T ANF—NEFOIBOHA 5, T4 NV —NITV—T2EHTE) Y —ATT,

DPTRIZBHAEY R—=bENTWBEI V=TV Y =% RLET,

e Ju—F 4 V7 IP Y Y —Z (fip)
AR IP 7 RLAZBHLET, 273147 b0~ BOIP 7 RLVRALERRIZT 27 ATWHETT .,

« EXEC Y YV — X (exec)
X% (DB. httpd. etc..) Z&EH/NEILT 272D DAHMAZRMEL £7,

o T4 A1) Y —Z (disk)
HETA AT EORENS—T 1 avEELET, FHET 1« 2 2) BROBEDAFIHTRETT,

T—=F4 A2 )Y —Z (md)
T—T A AT LOREN—T 1 vavERELET, (37T 4 A7) BROLE&DAFAMETT,

]

i

e N1 TV Y RF 4 A7 1YY —Z (hd)
HETFT 4 AT, £ETA AT EORENSN—T 4 avEREHELEST, OV TV v ) OGS D AFH
ARET Y,

e R a—Lvx—T ¥ VY —X (volmgr)
BEDANL—=URT 4 AT %2 —DOMMART A AL UTHRVWET,

o {RARTIP VY — A (vip)

RERZRIP 7 RVAZRMELET, 27147V 263D IP 7 FLVALRKIZT 7 2 AARETT,
3y N7 =07 RLVADRLZ 27 Ay MNETEREY 7 A X &2 lT 256 @A 7,

X143+ 3Iv 2 DNS VYV —2Z (ddns)
Dynamic DNS ¥ — NIZARAEA A M &GRS — "D IP 7 KL 2288k L %9,

AWS Elastic IP V) ¥/ — & (awseip)
AWS T CLUSTERPRO # 3 %354, Elastic IP(BA . EIP) 259 2 {EMlAZ R4 L £ 9,

AWS A8 TP V) — R (awsvip)
AWS T CLUSTERPRO % f|H$ 244, (RAEIP(BAR. VIP) 253 2 HfHAERMEL 7,

AWS £ > &) IP VY — A (awssip)
AWS ET CLUSTERPRO #FHT 254, ¥ VXV IP #5554 MA2RMEL T,

AWS DNS V) YV — A (awsdns)
AWS ET CLUSTERPRO # ]9 %54 . Amazon Route 53 2R A M L iGMEY — "D IP 7 KL &
EEEL XTI,

e Azure 70 —77FK— 1Y Y — R (azurepp)

3.6.

)y —R&F? 51



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

Microsoft Azure - CLUSTERPRO % #3545 4. ¥:BLVBHT 5/ — NTREDR— N 2FKT 54
Azl 9,

e Azure DNS V ¥V — X (azuredns)

Microsoft Azure ¢ CLUSTERPRO # #3534, Azure DNS IZARAEE A M4 & iEMEY — "D IP 7 K
VAEERLUET,

* Google Cloud {AR IP V) ¥V — A (gevip)
Google Cloud Platform ¢ CLUSTERPRO % FIfH T 2556, EBVHKEIT S/ — N TRED R — + & Bk
THMEMAZREEL £,

* Google Cloud DNS Y ¥/ — X (gcdns)

Google Cloud Platform T CLUSTERPRO % #]fHd %454, Cloud DNS (ZAEA A b4 & iEMEY — D
IP7 RLVA%RZERL£T,

* Oracle Cloud KA IP V) ¥V — A (ocvip)

Oracle Cloud Infrastructure - ¢ CLUSTERPRO % FIf§ 3354, EBVBEITS ) — NTREDK— %
BT A ZIRME L 9,

364 E=4%)V—2X

IITARYATLANT, BEfEFTS>ERTHEY Y —ATT,
UTFIZHEYR—FINTWBEE=ZRY Y —2A%RLUET,

e JH—F 4 V7 IPE=XYY—XA (fipw)

Ja—F 4V IP VY —ATEREHUZIP 7 L ZADEMRBRZIEML 9,

e [PE=XYY—XA (ipw)

D IP 7 N L ADERMMEZ R L 9,

o T4 ATEZRY Y —A (diskw)

TARADEREERELET, AT+ A70EBEHRIZEFHAINET,
F—F 4 ATEZXY Y —Z (mdw)
—F 4 AT DEGBEEZ I 7,

]

11
\\Ji

—F 4 A% FEZXY Y —Z (mdnw)
T—F 4 A7 I3 b DERBMEARMIEL T,

L]
Ju
\J

1)

e NATVY RF 4 AZE=XY Y —A (hdw)
N TV RF 4 A7 DEHRBHEZRILL £9,

e NS TV RF4 A7 A% bEZZ DY — A (hdaw)
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N TV RF 4 A7 327 bOERHBERZEMEL X3,

PID €=X VUV —2Z (pidw)
EXEC V)Y —ATEEIL7Z 70 ZADFEEEGRBEE 24U £9,

aA—HZEMEZX Y Y — A (userw)
2—YZEHOA b — VB R L £,

NIC Link Up/Down E =41 Y — A (miiw)
LAN 7 =70V DV ¥ 7 A5 — X ADEFKH 2L £ 7,

AR a—L3x—IYYE=ZXY Y —R (volmgrw)
BBOANL—=URT 1 A7 OREHEREZ L 7,

SRLVFR=y FEZZDY Y —Z (mtw)
BEOE=X)Y —AE2ERIAT R AZEMHL T,

AP £E=& VY — A (vipw)
RAIP VY —ADRIP N7y b &% T 22U £ 5,

ARP £E=%1) Y — X (arpw)
Ta—F 4 VTP VY —RAERIIMRAEIP VY —AD ARP $7 v 2 E T 32 IRE L £4,

HARZRLEZZXY Y — X (genw)

HLULE AT I Y RRRA 7Y T RH 25512, TOFERERICE D VAT L 2EST 2821245 L
E AN

SREEEE =2 Y Y — R (mrw)

"SR B RIS R FEAT T 2 BRI EOZE" & "EE LB D Cluster WebUI £R" 2 EH T 572
DODEZRYY —ATT,

XA F3Iv 2o DNS E=XY Y —2Z (ddnsw)

SERARIZ Dynamic DNS $— NIZHAGR A MG L FEEY — "D TP 7 N A2 BB L £ 7,

THEAZHEZLR Y)Y —Z (psw)

TOR AL EZBETAIL T, 2O 0L ADFIEEGKSRE 2R L £9,
DB2 £=%&1) YV — A (db2w)

IBMDB2 ¥ — X R—ZANDEHMEEZREL 27,

ftp E=X YUY — X (ftpw)

FTP Y — N~ 2 2L L £,

http €E=%& 1 YV — X (httpw)

HTTP ¥ — N~ DEHRBEZ L 9,
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L]

L]

imap4 E=X VY — X (imap4w)
IMAP4 ¥ — N~ DB 2 2L £ 9,

MySQL €E=% U YV — A (mysqlw)
MySQL 7 — & N— A~DE R 2 R4 L £ 9,

nfs E=X VYV — X (nfsw)
nfs 7 7 A VY —N~OEGBEZ L £,

Oracle E=4X 1/ — A (oraclew)
Oracle 7 — R R— ZA~NDE R ZREL £,

pop3 E=X YUY —2A (pop3w)
POP3 H — N~ OEiHE & 2k L £ 9,

PostgreSQL £E=% 1 ¥/ — & (psqlw)
PostgreSQL 7 — & R — ZANDE M 2 R L £ 9,

samba E =4 1 Y/ — A (sambaw)
samba 7 7 1 VY — NADEGRE R R L 25,

smtp E= X U Y — X (smtpw)
SMTP % — NADE IR Z 4L £ 57,

Tuxedo E=X YV YV — A (tuxw)
Tuxedo 7 7V — a3 v —NAADOEMBEREZ IR £7,

WebSphere €E=% 1)/ — X (wasw)
WebSphere 7 7)) 77— 3 »H — NADEHRRE 2 FREL 9,

WebLogic E=% VY — A (wlsw)
WebLogic 7 7V 7 — a v = NAOERBEH#E R L T,

WebOTX £E=& YV YV — X (otxw)
WebOTX 7 7V r— a U3 — NADEHBEEZ R LU 9,

JVM £=X VY — A (jraw)
Java VM N DB ISR Z REE L £ 97,

VATLEZRY Y — X (sraw)
VAT LEBERDY ) — ANOERRE AR L XT3,

TOE AV Y —AE=XY) Y — A (pstw)
Tak Z{JHB DV Y — ANDEHERE R IR L 9,

AWS Elastic IP E=X VYV — X (awseipw)
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AWS Elastic IP V) ¥V — XTI 5-L 7z EIP ORISR Z B4t L £ 7,

AWS IR IP £E= X 1)V — R (awsvipw)
AWS A IP VY — AT 5 L7z VIP O BRI 2 24t L £ 3,

AWS ¥V &Y IPE=X Y Y — R (awssipw)
AWS VXV IP VY —RATHE LA VX)) IP OEABEEZIREL 3,

AWS AZ €=% 1) YV — X (awsazw)
Availability Zone(BA R, AZ) OEREM 2 RMEL £ 7,

AWS DNS £=4& Y YV — A (awsdnsw)
AWSDNS VY —ATHNEGUREFA NG E IP 7 R LU ADEHRBHEZ 8200 £9,

e Azure 7H—7 R —FEZX Y Y — A (azureppw)
Azure 70 —7 K=YV —=ZADBRELTWE / — Rz LT, Tu—7K— b OESEEZIZEL 7,

e Azure @— KNNJ YV ZE =X ) Y — A (azurelbw)
Azure 70 =7 H= )Y =ZAREH L TWARW = RIHLT, Fo—7 K= LFEUK— FHESIH
BMENTWRWHIOESBERZREL X7,

e Azure DNS E=4X 1) — X (azurednsw)
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Google Cloud AL IP V) YV — AW EE L T\WD J — RIZK LT, FEIEEHD 720 O R — b O % f2 4t
LT,
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Google Cloud fRAEIP VYV —ADEE L TRV — Rz LT, ANVAF oy ZHK—-MEREUF— N
BB EN TR DR 2 R L 9,

* Google Cloud DNS E=% 1 ¥V — & (gcdnsw)
Google Cloud DNS VY — AT E LA A 4L IP 7 KL ADEGBREEZRILL £,
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Oracle Cloud fRAEIP V) YV — ADEEIL TW5B ) — RIZH U T, FBIEEHRD OO R — b OB GHRE 2 $L 4t
bij_o

e Oracle Cloud B — FNNZ VY AE=X Y — A (oclbw)
Oracle Cloud fRAE 1P V) Y —ZAHEBHEHI L TR W/ — NIz LT, ANVAF v ZHAR—FERIUAR—-E
DB N T VARV OS24 L £,
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AT TLEEI N,

3.7.1 HFIBEHROMHER

AKHA KD T4, CLUSTERPRO DENMERIE], [5. &F/N\—Y 3 VIERI. (6. TEHIREIE], [7. 7v T L—R
Flg] 2BRLTLEEX N,

3.7.2 V529 Y AT LDHE

[V ADN=NEBREHA KL O (VAT LERERET S, (7T ARVATFLE2HHTE) BLO
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4.2.1 CLUSTERPRO Server O gi{Eizis

422 gl T4« A MY 21— 3> & Kkernel

JE#R: CLUSTERPRO X @ CD #AIZ 1%, # L\ kernel iIZHIGL 72 ripm & ENTWARWEELEH D T, &
FERBETOD kernel X\—Y 3 VY & RED [ EMFAIEEART 4« A MY E2—2 3V & kernel | ZHERLTWZEE,
[CLUSTERPRO Version] (ZFE# I NTWB/N—Y 3 2 A& U7z Update DA %2 BV L ET,

CLUSTERPRO M E ® kernel €Y 22— »3% % 7-%, CLUSTERPRO Server D #{E#EEE 1% kernel €Y 2 — )LD
N=Va VIKFLET,

CLUSTERPRO (213 FE2 DM H kernel EY a2 —23H b £,

ME kernel €Y1 —JL Bl
B —%)VE—F LAN | =X NVE—RLANNN—hE—=HFYV—ATHALZT,
N—=FE—=FRKFAN

Keepalive N7 1 /N

I—WEHE=XD Y — AL FIEL UT keepalive 2 EIR U725 IFHHAL
ES I

Ty v bR VEROERGEE UT keepalive # IR L7254 I1ICHHL £ 9,
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S—F A A VY —ATHHLET,

BIEMRFEADT A A M) Ea—Ya v kernel X—V a3 VIZDOWTIE, LFDO Web 34 F2BBLTLEX W,

CLUSTERPRO #/#% Web ¥ k
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423 ERA T a v OBEEERFT T r— a v 1ER

EZR) Y= ADEBRNROT TV r—2arnnN—Ta vOIER

x86_64
E=4YV—2R (e
BERNRD CLUSTERPRO
TIN5 —vay Version
Oracle €=% Oracle Database 19¢ (19.3) 5.0.0-1~
DB2 €=%X DB2 VI11.5 5.0.0-1~
PostgreSQL €= X PostgreSQL 14.1 5.0.0-1~
PostgreSQL 15.1 5.1.0-1~
PowerGres on Linux 13.5 5.0.0-1~
MySQL =% MySQL 8.0 5.0.0-1~
MySQL 8.0.31 5.1.0-1~
MariaDB 10.5 5.0.0-1~
MariaDB 10.10.2 5.1.0-1~
SQL Server € =X SQL Server 2019 5.0.0-1~
SQL Server 2022 5.1.0-1~
samba E =X Samba 3.3 4.0.0-1~
Samba 3.6 4.0.0-1~
Samba 4.0 4.0.0-1~
Samba 4.1 4.0.0-1~
Samba 4.2 4.0.0-1~
Samba 4.4 4.0.0-1~
Samba 4.6 4.0.0-1~
Samba 4.7 4.1.0-1~
Samba 4.8 4.1.0-1~
Samba 4.13 4.3.0-1~
nfs E=X nfsd 2 (udp) 4.0.0-1~
nfsd 3 (udp) 4.0.0-1~
nfsd 4 (tcp) 4.0.0-1~
mountd 1(tcp) 4.0.0-1~
mountd 2(tcp) 4.0.0-1~
mountd 3(tcp) 4.0.0-1~
http € = X N—a VIRERL 4.0.0-1~
smtp € =X N—Va VIgEEL 4.0.0-1~
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R A2-FIDR—IDLDIHEE

E=ZHYVY—2R wE
BERNRD CLUSTERPRO
T ir—vav Version
pop3 E=%X N—a VgL 4.0.0-1~
imap4 € =X N—Va VIgEEL 4.0.0-1~
ftp E=X N—va VIEEML 4.0.0-1~
Tuxedo € =X Tuxedo 12c Release 2 (12.1.3) 4.0.0-1~
WebLogic € =% WebLogic Server 11g R1 4.0.0-1~
WebLogic Server 11g R2 4.0.0-1~
WebLogic Server 12¢ R2 (12.2.1) 4.0.0-1~
WebLogic Server 14c¢ (14.1.1) 4.2.0-1~
WebSphere € = X WebSphere Application Server 8.5 4.0.0-1~
WebSphere Application Server 8.5.5 4.0.0-1~
WebSphere Application Server 9.0 4.0.0-1~
WebOTX € =X WebOTX Application Server V9.1 4.0.0-1~
WebOTX Application Server V9.2 4.0.0-1~
WebOTX Application Server V9.3 4.0.0-1~
WebOTX Application Server V9.4 4.0.0-1~
WebOTX Application Server V10.1 4.0.0-1~
WebOTX Application Server V10.3 4.3.0-1~
JVM =X WebLogic Server 11g R1 4.0.0-1~
WebLogic Server 11g R2 4.0.0-1~
WebLogic Server 12¢ 4.0.0-1~
WebLogic Server 12¢ R2 (12.2.1) 4.0.0-1~
WebLogic Server 14¢ (14.1.1) 4.2.0-1~
WebOTX Application Server V9.1 4.0.0-1~
WebOTX Application Server V9.2 4.0.0-1~ Jax A
TN—7
B
I We-
bOTX
update
L
WebOTX Application Server V9.3 4.0.0-1~
WebOTX Application Server V9.4 4.0.0-1~
WebOTX Application Server V10.1 4.0.0-1~
WebOTX Application Server V10.3 4.3.0-1~
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xR 42-FHIDR—I M LDHE
E=4JY—2R wE
ERTRD CLUSTERPRO
T ir—vav Version
WebOTX Enterprise Service Bus V8.4 4.0.0-1~
WebOTX Enterprise Service Bus V8.5 4.0.0-1~
WebOTX Enterprise Service Bus V10.3 4.3.0-1~
JBoss Enterprise Application Platform 7.0 4.0.0-1~
JBoss Enterprise Application Platform 7.3 4.3.2-1~
JBoss Enterprise Application Platform 7.4 5.0.2-1~
Apache Tomcat 8.0 4.0.0-1~
Apache Tomcat 8.5 4.0.0-1~
Apache Tomcat 9.0 4.0.0-1~
Apache Tomcat 10.0 5.0.2-1~
WebSAM SVF for PDF 9.0 4.0.0-1~
WebSAM SVF for PDF 9.1 4.0.0-1~
WebSAM SVF for PDF 9.2 4.0.0-1~
WebSAM SVF PDF Enterprise 10.1 5.1.0-1~
WebSAM Report Director Enterprise 9.0 4.0.0-1~
WebSAM Report Director Enterprise 9.1 4.0.0-1~
WebSAM Report Director Enterprise 9.2 4.0.0-1~
WebSAM RDE SUITE 10.1 5.1.0-1~
WebSAM Universal Connect/X 9.0 4.0.0-1~
WebSAM Universal Connect/X 9.1 4.0.0-1~
WebSAM Universal Connect/X 9.2 4.0.0-1~
WebSAM SVF Connect SUITE Standard 10.1 | 5.1.0-1~
VAT LE=Z W= a VEREML 4.0.0-1~
TR A Y —AE | N=Va VIFEML 4.1.0-1~
=X

ERR: x86_64 BiiE
YavEIFHELEZ Y,

BA Ty ave ZHHINGE, BHNRDOT 7V 75— 3 2% x86_64 fRDT 7V 77—
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4.2.4 JVM E= 4 OEMFIRIR

JVM E= X 2T 2546121%. Java EfTEBENBETY ., £7z. JBoss Enterprise Application Platform @ K X
1 vE—FN2EHT 5541, Java(TM) SE Development Kit 235 ZETF,

Java(TM) Runtime Environment

Version 8.0 Update 11 (1.8.0_11) DA%

Java(TM) SE Development Kit

Version 8.0 Update 11 (1.8.0_11) PABE

Java(TM) Runtime Environment

Version 9.0 (9.0.1) BAR%

Java(TM) SE Development Kit

Version 9.0 (9.0.1) BAR%

Java(TM) SE Development Kit

Version 11.0 (11.0.5) BAR

Java(TM) SE Development Kit

Version 17.0 (17.0.2) BAR

Open JDK

Version 7.0 Update 45 (1.7.0_45) LA
Version 8.0 (1.8.0) BAK%
Version 9.0 (9.0.1) LA

4.2.5 AWS ElasticIP ')V —X, AWS ElasticIP €E=4% 1)V —X, AWSAZ £=%") YV —

2 DENMEERIE

AWS ElasticIP VYV — A, AWS ElasticIP €E=&Z )Y —2Z, AWSAZ E=X VY —2A%&{FHTIH5E5ITIE. BLTD

V7 bz T RBETY,

VI RhoxT Version e

AWS CLI
1.8.0~
2.0.0~

Python AWS CLI ft & o
2.6.5~ Python (ZAH]
3.5.2~

CLUSTERPRO M E ® kernel €Y 22— H3% % 7-%., CLUSTERPRO Server D #{E#EE 1% kernel €Y 2 — LD

N=Ta VEKFELET,

AWS LD OS IZHHEIIAN—Va v Ty FE3NB 0, BIETCERVWEAPRKEL T,
FNERERTE A D kernel N—Y 3 Y OERIE, [ EERTEERT A A MY E2—>3 2 & kernel | #BBLUTL K
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426 AWSRZEEIP YUY —2, AWSRIEIP E=4% Y —2XDEIEIBIE

AWS AR TP VY — A, AWS AR IP E=& VY — A2 ffiHT25&I21E. UTFTOY I MY =27 HRBETT,

VYI7hoxT Version e
AWS CLI

1.9.0~

2.0.0~

CLUSTERPRO H ® kernel €Y 2 —)V35H %728, CLUSTERPRO Server D #{EER1E % kernel €Y 2 —)L D
N=Ta VIKFLET,

AWS ED OS I3BHZEIZNN—Va v 7y TAND-H, BfECERVWEERRELET,
FNERERTE A D kernel N— 3 Y OERIE, [ EMERTEERT A A MY E2—>3 20 & kernel | 2BRBLUTL K

ERAN

427 AWS tAHV4 ) IPYY—X, AWS tAHV4% ) IP E=% 1)V —2OENFRIE

AWS AV XV IP VY —A, AWS AV XY IPE=X VY — A2 AT 25E6I2IE UITOY 7 b Y = 784
BT,

VI7bhoxT Version e
AWS CLI

1.8.0~

2.0.0~

CLUSTERPRO H ® kernel €Y 2 — V% % 7-%, CLUSTERPRO Server DE{EE:EE 13 kernel €Y 2 — LD
N—=a VIEKIFELE T,

AWS ED OS BHEIIN—YarTy Fandlzd, BETELVWEARHKEL T,

FNERERTE A D kernel N— Y a VOWERIE, [ EEATRERT A A MY E2—>3 V& kernel | 28R LUTL K
X\,
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428 AWSDNS ')V —X, AWSDNS £E=%) YV —XDEFIRIE

AWSDNS VYV —Z, AWSDNS E=& VY —Z&fHT 255121, LFOY 7 b = 7 RRBRETT,

VIhoxT Version wE
AWS CLI
1.11.0~
2.0.0~
Python (Red Hat Enterprise Linux 6, Cent OS 6, SUSE Linux En- AWS CLI & @
terprise Server 11, Oracle Linux 6 D¥54) 2.6.6~ Python 1A H]
3.6.5~
Python (Red Hat Enterprise Linux 6, Cent OS 6, SUSE Linux En- AWS CLI 8§ @
terprise Server 11, Oracle Linux 6 U D354 2.7.5~ Python |& R HJ
352~

CLUSTERPRO H ® kernel €Y 22—V H % 7-%, CLUSTERPRO Server D E{EE:EE 13 kernel €Y 2 — LD

N=Ta RFLET,

AWS ED OS I3HHEIZN—Va v Ty 7a3Nd-dH, BETCERWGERRELET,
BN ERERTE A D kernel N— Y a Y OWERIE, [ EFEATEERT A A MY E2—>3 V& kernel | 28R LUTL K

T\,

4.2.9 AWS sgfllfEiE ) vV — X DEIMFIRIE

AWS B&filgEIE) Y — 22T 255812, MFOY 7 MY 2 T HRBETT,

VYIhozxT Version &%
AWS CLI

1.8.0~

2.0.0~

CLUSTERPRO M E ® kernel €Y 22— H3% % 7-%, CLUSTERPRO Server D #{E#EEE 1% kernel €Y 2 — )LD

42. VYo hozxV

65



CLUSTERPRO X 5.1 for Linux
RE—=KNTyTHAR, V)= 1

N—Ta VITHRIF LU E T,

AWS FD OS IZBEZEIIN—Yarv Ty 7E3NSE D, BETCERWEERHEEL £,

BN ERERE A D kernel N—Y a v OERIE, [ EETERT A A NI E2—Y3 V& kernel | 25BLUTL K
I\,

4210 Azure 7O—7R—KMNYY—2, Azure 7O—7R—MNEZ=4Y)YV—2R, Azure O—
RIS VREZ4 )Y —ADOEFERIE

CLUSTERPRO 1 H ® kernel € 2 — )V »3d% % 728, CLUSTERPRO Server OE{EELSE % kernel €Y 2 — )LD
N=Da VIKIFL XS,

Microsoft Azure E® OS IFBHEIZN—Y a v Ty TEIND70, BHETERVWEEVHEL T,
BERERHT A D kernel N— a > OFHIZ, T422 BIFRRERT 4« AN Ea—> 3> & kernel | 228U TK
723,

Azure 70— 7 K— VY — 2O E{EMEFR % 1T > 7= Microsoft Azure FOF 701 €T V% Rl R L E T,
0 — NNZ 23 —0DiEIA I Microsoft D R 2 A > b (https://azure.microsoft.com/ja-jp/documentation/articles/
load-balancer-arm/) 2 &R L T 72X W,

x86_64
Fraq4EFIL S
CLUSTERPRO
Version
Y —AIR—T v — 4.0.0-1~ 0— KNS Y —DEMMAN%E

4.2.11 Azure DNS 'YV — 2. Azure DNS £=% )Y —XDFFIEIE

Azure DNS VYV — A, Azure DNS E=& VY —Z2{FHT 55E5I12iE, AFDOY 7 MY = 7 HRRBETT,

VIhozT Version e

Azure CLI (Red Hat Enterprise Linux 6, Cent OS 6, Asianux Server | 1.0~ Python (ZAE
4, SUSE Linux Enterprise Server 11, Oracle Linux 6 D355
Azure CLI (Red Hat Enterprise Linux 6, Cent OS 6, Asianux Server | 2.0~
4, SUSE Linux Enterprise Server 11, Oracle Linux 6 M4t D54
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Azure CLI 1.0 (Azure 27 5 ¥ v 2 CLI) I3JEHEE L e 5 7272, Azure CLI2.0 O Z#ERL £9, T2
ZHLTLZI N,

# Azure CLI 85 D&\

https://docs.microsoft.com/ja-jp/cli/azure/cli- versioning-identifiers ?view=azure-cli-latest

Azure CLI DR, 1 VA M=V HERU T2 LTI EZE W,
Azure CLI D1 VA b —Jb:

https://docs.microsoft.com/ja-jp/cli/azure/install-azure-cli?view=azure-cli-latest

CLUSTERPRO i H @ kernel €Y 2 — V%% %728, CLUSTERPRO Server DEI{EEREEIZ kernel €Y 2 — )LD
N=Da VIKIFL T,

Microsoft Azure ED OS (FBHEIIN—Va v Ty FINd7d, BECERVEAPREL T,
BIERERFE AD kernel N— 3 Y OMERIE, [ EMERIEERT 4+ AR Ea—2 3 & kernel | BB ULTL 72
ERAN

Azure DNS V YV —Z, Azure DNS € =% V)V — ZDOE{EMEZR % 47 > 7= Microsoft Azure EOF 70+ €57V % T
FBWCERRLUET,

Azure DNS D€ J7#E1Z. FCLUSTERPRO X Microsoft Azure [Al7 HA 27 5 A X {7714 F) 2B L TL 2
X0,

x86_64
F7O4 EFI iB=E
CLUSTERPRO
Version
VY =A% —I ¥ — 4.0.0-1~ Azure DNS OEIIDN HE
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4.2.12 Azure &fl{FIL") V-2 DEFIREE

Azure SREHE L) Y —ZAEMHT LA ROV 7 MY 2 TR ETY,

YIhozT Version =
Azure CLI 2.0~

CLUSTERPRO M H ® kernel €Y 2 —)H3 % % 728, CLUSTERPRO Server D #{EEEE 1T kernel €Y 2 — )LD
N—=Ta VITHRIF LU E T,

OCI ED OS IFHHBEIZNN—Ya v Ty TE3ndd, BIECELRWEGENRREELE T,
BN ERERE A D kernel N—Y a v OERIE, [ EETEERT A A MY E2—> 30 & kernel | 25U TL K
I\,

4.2.13 Google Cloud R#8 IP Vv — 2, Google Cloud R IP €E=% ' vV —2X. Google
Cloud O— KNS Y REZS )Y —ROE}EERE

CLUSTERPRO M E ® kernel €Y 22— »3% % 7-%., CLUSTERPRO Server D #{E#EEE 1% kernel €Y 22— )LD
N=Ta VIKFLET,

Google Cloud Platform E® OS IZBHEIZN—Ya v Ty TENb720, BETCERVWEENKEL T,
BERERIE A D kernel N— 3 v OfF#RIE, [T422 BIEAIRERT « AN Ea—2 3V & kernel | 5L TK

EEw,
4.2.14 Google Cloud DNS Y v —X. Google Cloud DNS E=% Y VY — X DEIMFIRIE

Google Cloud DNS U ¥ — A, Google Cloud DNS €E=% 1V YV — 22T 25&IZIE, ATFDOY 7 N7 =7 H0k
2TY,

YI7bhoxT Version e
Google Cloud SDK 295.0.0~

Google Cloud SKD DF{$E5M:. 1 Y A b=V HGERMU T2 LT EE WD,
Google Cloud SDK O 1 A k —)b:
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https://cloud.google.com/sdk/install

CLUSTERPRO #H ® kernel €Y 22— V% %7z, CLUSTERPRO Server DB {EEREE 13 kernel €Y 2 — LD
N=Va VIKFLET,
Google Cloud Platform E® OS IZBHEIZN—Y a v Ty TE3NE720, BETCERVWEENKEEL T,

BNERERTE A D kernel N—Y a Y OERIE, [ EFATEERT A A MY E2—>3 2 & kernel | 28R LUTL K
AR

4.2.15 Oracle Cloud x#8 IP ') ¥ —X. Oracle Cloud %2 IP =% ') ¥ —X. Oracle
Cloud O— RNSYREZS )Y —ZADOEEIEIE

CLUSTERPRO i H ® kernel € 22—V H%H 5 728, CLUSTERPRO Server O #I/EEEE 1T kernel €Y 2 — )LD
N—=a VITRFL £,

Oracle Cloud Infrastructure 0 OS I3HZ Iz NN—Va v 7y FaNE=H, BETELRVWEAENREL £,

FNVEREZRE A D kernel /N— a Y ONEHIL, (422 BERIBERT A A MY E2—> 30 & kernel | 2L TK
7ZEW,

4.2.16 OCI &=L v — X DENMEIEE

OCI sl 1) Y — A& MHT 2L EITE. ROV 7 MY = 7 BRRETY,

VIohoxT Version iEE
OCI CLI

3.5.3~

CLUSTERPRO H ® kernel €Y 2 — )15 %728, CLUSTERPRO Server D #{EER1E % kernel €Y 2 —)L D
N=Va VIKFLET,
OCI LD OS I3SHBIZN=V a v Ty TENnb7-0, BIETCERWEELRREL T,

FNERERTE A D kernel N—Y 3 Y OWERIE, [ EMEATEERT A A MY E2—> 30 & kernel | 28R LUTL K
I\,
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4217 X =)L BBEETHSILZBAMICT 2355 DEFRIE

A= VERBERE CIE S b2 ANIC 25812k, BAFDY 7 MY = 7 HRETY,

VI7bhoxT Version e
OpenSSL

1.1.1~

3.0.0~

4218 WEAEVBEETARIFAX

MEBAEYHAX 300MB*2
(—HE—NK)

RDR—I i<
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R 416 -FIOR—IU DL DHEE

BEXEYHAX AT — FOBEs

(kernel €— R) IMB + (VZTZAFFa—¥x VOHAZ) + OMB+EHEw b
Yy TPAR) x (IF=FARZ VY =2, N TV KF 1 22
VY =280

JEFIAE — K DG4
IMB + {(VZTAMFa—#) x {I/O Y1 X}
+ [3MB
+ ({/O 4 X} = (FEFRMIF 2 —%0)

+ ({I0O ¥4 X} + 4KB x 8 /341 h + 0.5KB) x ({HET 7 1 LY
A ZHIRE) + (V0 B4 X} + (GER#IF2—%)) + GEney b
<y THA X}

I X (RT=FTARIVI—=A NATVY RT 4 A7)V —=2E)

H—=FNVE—KLAN N—=FVE =} KT NDGE
SMB

¥—TFT7 51 TR NOEE

SMB
WETARIHA R 300MB
(4 VA M—ILETR)
WMWETF 4RI A4X 5.0GB + 1.0GB*?

(EFREF)

FER: VO VA XOHZIE, BLFORRIZARD £,
* RHEL8 ®%4. 2MB

e Ubuntul6 ®#%4&. 1IMB

2 F Ty vEERL,
B IS—FY ALY —ABLUONA TV Y RF 4 22 VY — AfFHZBE R T 1 A2 %14 AT,
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o Ubuntul4, RHEL7 D54, 124KB
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—0S LWHDOTF 4 A2 (721 LUN) ZHE GBI LTAS TV Y RTF 4 AZHDNS—F 1 ¥ a v &1k
RS
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6.1.5 IPv6 IRIEICDWT

TELOMERE I IPv6 BB T TE 8 A,

e AWS ElasticIP V V — X

L]

e Azure DNS VYV —

AWS RAEIP V) Y — R
AWS A VRV IP Y)Y — X
AWSDNS VYV —2A

Azure 7O —T7HR—hHFV YV —2Z

A

Google Cloud fR#EH TP V)V — &

* Google Cloud DNS V ¥V — &
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AWS LA VXV IPE=RY Y =R
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AWSAZ E=XV)YV—X

AWSDNS £=X1J YV —X

e Azure 7B—7 KR —hFEZXV Y —R

Azure A— RNV AE=ZR Y Y —A

Azure DNS €E=% 1) YV —2A

L]

Google Cloud R IP E=X VYV — &

Google Cloud B — FNNZ VY AEZX )Y — A

Google Cloud DNS €=% 1) YV —X

Oracle Cloud R IP €E=% V) YV —A

OracleCloud B — K NT UV AEZX Y Y —A
TELOMREIZ) Yo7 —AV T NV ARFHTEZEA,
s LANN—hE—FYYV—2R
o A—FXNVE—FLANN—FE—FYYV—2R
* IF—TAAZAXT

* PING #vy T =20 =F 1 ¥ a UFRY Y —A

FIP VYV —2A

e VIPJ)V—2A

6.1.6 v hT7—2UBKICDWT

NAT BREED & 512, B =D IP 7 FVABIUHFEY =D IP T F L AR, &Y —/NTHEAED & D 3HK
IZBEWTIE, 77 AR EBEEMATE EZEA,

UTFDOMIE, NAT 2EZMICHATRERSZ XY T —2IZBRINZ 25O —NE2RLTVET,

Z 2T, NAT E&EDFKED "External network 725 10.0.0.2 58D /% v M, Internal network {27 4 7 — K" |Z
moTWizeEUET,

LU, ZOBRBET Server 1 & Server2 T AR &P LI 2EZL L, &Y —N"THRRLELXY NT—7
DIPT FVAZIBEST LI LITRDET,

ZOESIZEY—NDPRRZY T2y MIRHEINBETIE, 77 AXZEULHE - EHATLZLI3TEE
A,
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External network Internal network
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10.0.0.2 192.168.0.2
--------- >
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Server 1 Server 2

6.1 7T AREMETERVEIRDH

* Server | TDZ 5 AR HKE
- ¥ —,3:10.0.0.1
- #HFH—3:10.0.0.2
s Server2 TN 7 5 AR HKE
- B¥—,3:192.168.0.1

- HFH—,3:10.0.0.1

6.1.7 E=49 )V —RAOEEFED IEEEFEIICRA V) T hEETTD] ICDWT

W= a3y 3.1.0-1 BABER S, FIEERTE 7 oA VA= NFNZH A2 ) T M E2ETTE I EAHEICR D £ U7z,

WINDHABFEUAZ Y T IREFTINET, ZDH, 3.1.0-1 XOETiON—=Y 3 > T TEKEEHTAZY) 7
NEEFTE] ZHRELTOVAREEICIEAZ Y TN 7 7 A IVORENRBEIZREG50H D T,

FIEMERT, 7 A VA—NENZAZ ) TR 2FET T EITEBMZRET 25121, A2 ) 7 h2HEL, HED)
TEIZ & 2810 3T 2R T 2 BB H D 7,

FEBEDOY) D STz DoWTE, TV 77 VY AHA R) O T£E=X2Y) Y —ZA0FM] kI hTcnd, TEEA
20T, FEEERAZ Y T MIOWT) 22BLTLZE N,
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6.1.8 NIC Link Up/Down €E=%1' YV —2X

NIC DR—=F, FIANIZ&oTE BER joctl() DY R—FINTVWARWEEDRH D £7,

NIC Link Up/Down € =% 1) YV — ZADEIERIEKIE, &T 1 A b ) Ea— XS 25 ethtool 2~ > FTHERT 5
ZEMTEET,

ethtool ethO
Settings for ethO:

Supported ports: [ TP ]

Supported link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Advertised auto-negotiation: Yes

Speed: 1000Mb/s

Duplex: Full

Port: Twisted Pair

PHYAD: O

Transceiver: internal

Auto-negotiation: on

Supports Wake-on: umbg

Wake-on: g

Current message level: 0x00000007 (7)

Link detected: yes

* ethtool I ¥ > ROFEFR T LAN 77— 71D Y > 27k ("Link detected: yes") BWHER S N2 WGE

— CLUSTERPRO @ NIC Link Up/Down € =% V) YV — AW EI{ER AT RE 2 A REMEAT S W T, IPE=X Y
V—=ATREBELTLZI W,

* ethtool I ¥ > NOFER T LAN 77— 71DV > 7 k¥ ("Link detected: yes") BERRI NE5GE

- %< @4 CLUSTERPRO @ NIC Link Up/Down =& UV — ZAH EifEA[RE T AY, A IZEIER AT AE
BGEDRH D T,

- RIZUATFDE SN —=F Y =7 CRIFEATREGER DD ET, PE=X) Y —ATRELTLE
W,

- T —FH—NDIIIZEBOLAN DI X7 XL NIC OF v FL ORIz N— Ry 2 7 HREEINT
Wb 54

— BG4 D NIC 2 Bonding B3 D 4. MII Polling Interval DR EMEAS 0 ML EIZEE I TV 2 0
ALTLEZE W,
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NIC Link Up/Down E=% Y YV — 2D RERBREEIEEEDOREIZ MMd L] 2R TIZIW,

2. 77 AR ZEEHLTILI W,

3. NIC Link Up/Down €E=X ) Y —ADAT =X AZMHERL T I W,
LAN 7 =71 DY ¥ 7 REED IEH R RERF 12 NIC Link Up/Down €E=X VYV —AD AT — R AMRRFE L 2>
72334 . NIC Link Up/Down €=X 1) Y — ZXEERATT,

4. LAN 7 =70V D) v 7RI % BAEIRAE (U > 2 X 2 REE) 12 L7z & 12 NIC Link Up/Down E=X 1V —
ADAT —RADEY L 72> 72384, NIC Link Up/Down € =2V YV — ZIFEEATRET T,
AT —RAPIEHE D F £2/LARWEAE. NIC Link Up/Down € =X Y Y — R IXEMERETT,

619 I5—FTARVVY—R NTYYRTARVY)Y—2D write tEEEICD W T

ST—FTHUYRTVY—AINATYY RTFT A AT )Y —ADT A AT IFT—Y VAZIZAEIT— L IEREI 5 —
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A7 —DBE, 37—V VI HRDT—XR=F 142 a v "OEERAAERBFIZ, @Y —NNDFT 1+ AT7~DE
XAAEEL. FORTA2ELELEET, B —NAOEZAARNITUCERINET TN, i — D71
AT NDEZAMI A Y VT =22 ALTHEMBEINE72D, 37V V7 LARVEHEOO—HILT 4 A7 ITHARE
SRAAMERMETLUE T, BT AR Y N7 — 2 O@EHEEME S BEDP K E ViElE 27 7 A ZFERR & D& X KR
PEREDME RT3 Z 2120 9,

FERII 7 —DEE, BV —N"AOFS W UIKAIRSET U 925, MY —N"ADFSHLIE—Hu—HA)LF 2 -
BAFEL, Ny 275y RCEEHULET, AN S -5 ESAAERBICER T — 2% F 2 — 75T
57280, IT=V VI URVEBEOU—ANVT A AZREET A A7 RS, HERAAMEEMETLET, Z
DD, TAAITZANDEZ RGN ANLV =Ty "PERENDE VAT L (BHFRVPZ VT —EZR=AV AT
LY ICE AT A7 OFHERREL £9,

7z, EAMI T —DGEA, BERAAER IZMEEINE TH, BHRY —ARXY U UGE RO EH 5%

DNLHRMENDH D £, ZD/H, BEREEFOMREMIZICE] M BELDHBGEIE, R 7 -2t
TAARTERCSBEDNDD £,
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EBETEN, VATLTAAZLEHNDOT 4 A7 EOF 4 L2 M) RIBETIHERHY £7,

6111 I5—FT1RIVY—R, M TUy RT1R)Y—2R7% syslog DHAFKIZ LAWL

RT=FTAATNVY=ARNA TV RTFT A AT VY =A% TV LETALIZ IR TTo L2 NPTy
A%, syslog DL UTRELZNWTLZI W,

IT=TA AT IR MY I NI, BEARAAERATEIETITI—N=T4a v ADIONILELZ L
RHODETH, 20L& syslog DHIOWIEE > TU AT LBREFIZRLAREERHD £,
IT—FARAIVY A N TV Y RFL A2 Y Y =K LT, syslog %13 2 BEARH 25E8121F. UTF
ERETLTLZE W,

5—F 422352 FNORATEDFEE LT, bonding % FIFIT 3.
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o A—YEMEHRDO XA LT Y MERI I —BHDO XA LTV MiZFET 5,

6.112 S5—F 4RIV Y—R, NMTYVYRFARI)Y —ABRTHEHOIEFES

¢ IT—FTARARTNVY=ARNATIVYRTFT 4 AT VY =A% TV LETALIZ IR TTo L7 MY
RTTANANT IXATETOVARDEEGEIE. VY v F XD VR T oA NA—NEERERT 4 A7 Y
V= AHNIEEMIZ R BBIZ, MT AV TN EERMoTET A AT VY —AANDT 72 A% T LRI
LTL7ZE N,
BT ARV —ADFEIZL > T, 7 ¥y MEOBRERHBEE (T4 A7V Y —-RIT 7%
AULZEZOTORAEZ@EHIE T T2) BWirbhzb, 7o~ vy bHPRRL CIEFHERE RO E IHEE
(OS ¥ vy hEYVE) DTN DTHILhHOET,

¢ IT—FTAATNVY=ARNATIVYRTFT A AT VY =A% TV LETALIZ IR TTo L7 MY
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Tz ANA—=NUBRIZEST 75— a UHRIEEIZEEL L R ReERH 0 £9°,

ZDEH, ZOEIBT 7 ANVEBBTHR—DOFERMIZT—FT 1 A2 I NA TV Y RF 1+ A7 FIZRBEL T ZI W,

6.1.14 IS —E#ZPILGEORAEDI S —T—9SRICOVT

37— OREDIFT—T A A7 NA TV RT 4 AZIZH LT, I7—FT 1 A2 Y A MR clpmdetrl /
clphdctrl 3<% > K (--break/-b/--nosync & 7> a &) TIZ—ElzHlL75a. I 7 —REBEN (2
E—5ll) OV —nN"DIT—F 1 A7 E@HNEE (727 ¢ ZAHIRAER) ikl I 7 —fREeB I R->TT 72 A1
BIZLTE, ZOTT7ANVVATLART TV = a v T —RRREILR>TWAEERH D £T,

Zhix, I TR (VY =ADEELTWAHD) Y —NIZ T, 7TV T =2 a v T —F 4 AT FEEA
BEIAABHTH o720, OSDOFr v aFE (AEVE) CF—RRE80 8P EREIN-ZEETCITI—FT1 A
IANFERZEBIZEESEINTOARAWRETH 720, HFEHLTWEARFTH o720 7%0E, HEiL~EATE
TWABHA LA TE TWARWES EBRET Z2EEERN N TWAWIREBO X1 I V202 T, I 7 —[A% dr
THEDICHELET,

I T —[AHEM (FSRED) DI T—F 1 A2 I L TEEED ENDREBTT 72 ALZWESICIK. I T—H
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mBRMIZ, 27 —Mimath (25 —FRAME&D) OIF—F1 RPN A TV RF1 AZIZH LT, 35—
IF 2l L5aics, IS —RAMEND I 5 —F 4+ 22120 U TERENENE (7 27 & ZAHIBRMER) ikl 3 5 —#
REBIR>TTIZ7HALTH, F7ANVVATLRT TV 5= ay T —ABRREIZRoTWAEERH D
7,

Zhe, FHEZ, AHTETWRED EAMTE TORWERD L NRET 2 BAEN N TWARWVIREETI 5—#
Ii 2 il B bIcRELET,

6115 I5—F4 X7, NMTYVYRT1 RV )Y—RIZH$ 2 O_DIRECT icDW T
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Topen() Y AT L I—)VD O_DIRECT 77 7% #HHALARNWTLZI W,

#1121 Oracle DF&E/XT A — X D filesystemio_options = setall 72 X AT NIZFEH L E T,

e, TAAZE=ZLZYY —AD O_DIRECT iklE, I7—-FT4AZVY—A NATVY FT4 A7V Y =X
DIFT—=N=F4aryTNT R (dev/INMPx) IZH LU TEELZWVWTLEI W,

6.1.16 S5—FT ARV, NMTYYRFARVYY—RICWT BMEAI 5 —EBEBREICDOWVWT

ext2/ext3/extd/xfs &, TDMDT7 7 A IV ATFLETIX, I T —HEPLHI 7 —ERIZOP D LREPELRD
E

FER: xfs DLEIE, VY — ZIEEER O T TR 20 £,

6117 S 5—FT 4RI, N TYYy RF4RZAXI MIDOWT

RT=FTAAI NATIVYRTF4 A2 337 bEILEATIHECIEHADIP T RLADNN=Ya Vi
FTAHZTLEZI W,

—F A4 AZAXTFDIPT7 FLVRIFITARCT, IPv4 £/2FIPVO DEL ST F S ZTLIZE N,

L]
Jii
i
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6.1.18 JVM E=4 1)V —RIZDWT

A B 12 B AR AT BE 22 Java VM I3 &k 25 T3, FEFIZEEHATEEZ: Java VM & 1 Cluster WebUI ([E5#7 (&
B R T-[#B4]) TREIZENT S Java VM B D Z & T,

Java VM & Java Resource Agent i 2 4 27 ¥ 3 Vi SSLIZIFMIG L TWERA,

ALy ROTy Fay ZIZMHETERWEAPH Y £9, THid, Java VM OBEFITHAEL TWEAEAET
3, FEMIE. Oracle ® Bug Database @ [Bug ID: 6380127 | #ZHHL T ZE W,

IJVM =X VY —ADEHTES Java VM 1E, IVM E=X ) Y —AWEMEFR DY — N E LY —NHD
HATT,

IJVM =X VY —APEHTE S JBoss DY —NA VARV A, 1 —NIZ 1 D2£TTT,

Cluster WebUI (27 7 A Z 7085 1 -[JVM B#H] X 7-[Java 1 > A F =)L S A]) THREL Java 1 VA b —
WRAE, 7 ARZNOY—NIZEWT, HEOFREL R £9, IVM BEGA#HHT 2 Java VM DN —
VarveiU Ty ITF—bME ZIAZNOY—=NIZBWT, ALHDIZLTL I,

Cluster WebUI (2 5 2 & 7085 1 -[IVM B X 7-[B&E] X1 7 A 7-[EHR— b HS]) THREL
FHR—-IESIE, Z2IAXHADT—NZBEWT, @O EL R £,

x86_64 Jilf OS EIZEWVWT IAR DEMRNED T ) r—y a VEBEIETWBIEE, BEfz2TO> 2 8k
TEERA,

Cluster WebUI (2 7 A& 7085 ¢ -[JVM Eiff] & 7-[lx Kk Java b — 7 ¥ 1 X)) TEREL 725K Java b —
TH A X% 3000 R RERMFEIZHRETHE., IVMEZ XYY —2AHEENCEIR L 9, VAT LABEEIZHK
G350, VATLDATVHEHEZTICRELTLZI N,

B4R Java VM DB A 7' 3 iz T-XX:+UseG1GC) MMME T W2 554, Java 7 BRI Tld JVM

EoRYY—AD 7T 1 -[EH (EH)] X 7-[F4) 7371 [ A€V X THNOHRTEH ITEHTE
FHEA,

Java8 DIETIX IVM €E=X VY —AD [T u85 1 |-[%#H (EA)] £ 7- [JVM F&E3I] 12 [Oracle Java(usage
monitoring)] % EHR T NIXEHAEET T,

6.1.19 Xy N7 —JZEITOEHICDOWVWT

b A Iz, [BELE%A4G] 2T 256, BELICASAAT-FE2HRELRVTRI,

BHEI7ANVDEEIZEBZELEEZTOIHE,. HDODPLOEFR T 7ANVHEEIZHIGLER Y T — 28ELT |2
TEI7ANEBRLUTHELISENDH D £7,
LR T 7ANDEFIZEL TR, &3y b7 — 7B EITORHRSHEZZBLUTTII WY,

2y M7= BEETIZ I T ARNDOY =N S5D sh A3 Y FEFGEHAITDEIITHEL T ZEI N,

6.1.

O AT LIERIRET B 111



CLUSTERPRO X 5.1 for Linux
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6.2 OS 1 A b—JLEI, OS 1 VA M—ILEF

OSZAVAR=IVTEHEZIZRETEINTA=Z, VY —ADHER, 2 —IVIN—NVHRETHZELUTHEZL
Z&TT,

6.21 SS—HDT 1 RAJZIZDWVWT

e FURAITDNR—F 4 ayv

- (B = N2 1 DD SCSI T4 A7 ZBHFE LTI DODIT—T A ATZDRTIZT 254

KTk, 2BDOY—NZTNFNUZSCSI 71 A7 ZHFELTVET,

T4 ATHNET T ARXN—TF 1> a2 (Cluster partition) &7 —X/¥—F 1 ¥ 3 > (Data partition) |2
DBPNTVET, ZON—T 4 avOfMiFITI—TA AT VY —ADT A VF—NOHEFTH Y,
IT—NRN=F 4 aVTFNAALEENE T,

Server 1 Server 2
Disk Disk
/dev/sdb /dev/sdb
—— P ) @ | —
= Cluster — Cluster =
— - partition - partition  —

/dev/sdb1 /dev/sdb1
A\ </
Data — Data
- partition I i R e & partition
Idev/sdb2 Mirroring - Idev/sdb2

-

.

\.

X 62 TAAZEN—T 1 a ik (SCSI T 1 A7)

- () T =30 OS MM NTWB IDE T4 A7 DEEMEFHAFEHLTIST—FT 1+ A7ORTIZT
556

MTiE, WEBT A AZD0S EMNHEHLTWARWEBEZ IS ——F 1Y a Vv FNRA A (75 ARN—
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AY—=KTPyTHAR, J)—21
Favay, F=&N—F4¥av) LLTHHALTWET,
Server 1 Server 2
Disk Disk
/dev/hda /dev/hda
[ || T :\ /1 ................................. [ |
[ OS root : OS root [
[ partition partition [
- /dev/hda1 - /dev/hda1
OS swap OS swap
partition partition
- /dev/hda2 - /dev/hda2
lllllllllllllllllllllllllllllllll ; lllllllllllllllllllllllllllllllll:\
Cluster Cluster
partition partition
- /dev/hda3 - /dev/hda3
=/
\
— Data — Data
partition v — -~ partition
- /dev/hda4 Mirroring - /dev/hda4
2 )
J . /

%

K63 FT4AZENR=FT 1 aViEk (BEGET « AT D% S 5HIF R

- 35—=R=F4v3avFN1 AL CLUSTERPRO ® X T —1 VI R I A4 ND EMIZIRMET 57851 A
’C‘\—;—o

— VFARNR=F 4 aVveT—RAN=FT42arvD2ODN—FT 4 avERTTHELTLEZI N,

- OS(root S—=F 4 ¥ arvPswap N—F 42 aV) bEUTFA A EIZITF—NR=F1vay (ITFAX

N=Favay, T=ER=F4vav) &ffifd5ILLARETT,

« PEERFOLRSFIE, 2 BN T 254
OS (root X—F 4 ¥ avPswap N—F 1> ay) LHIZIS—HOT 1 A7 2HET 5L %2
R"LET,

* H/W Raid OAEDHIFRT LUN QBN TE AR WEES
H/W Raid ® 7)) 1 > A b —J)LEF )V T LUN #RZEH DN 254
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RE—=KNTyTHAR, V)= 1

OS (root S—=F 14 ¥ av®swap N—T 1> a V) bAUT A AZIZIT—N=FT1¥av (FTALX
N=Fqvay, T—EANN—=F14vay) 2RI L0ETT,

o T4 AV DREE

S5 -—FTAAZE L THERDT A A2 2T N TEET,

I 1 D20F A AZIZEBDIST—N—F 4> a VI AZ2EYYTTHiHTERIEATEET,

— (Bl) WY —N2 2 DD SCSI 7 1 A2 %

Server 1

Disk
/dev/sdb

Cluster
- partition

=

Data
- partition

—

/dev/sdc

Cluster
partition

I“III !

A Data

partition

’

~

Mirroring

Mirroring

HLUT2DODIF—=T 4 AT DRTIZY 258H,

Server 2

-

Disk
/dev/sdb

(.

—

Cluster
partition

=

Data

partition
\_ J
/dev/sdc
[’ A
Cluster !
partition -

Data
partition

.

6.4 BBOTARIEZINTNEIT—N—=FT 1 arve UTHHA

—1DODTF A AT B FTRARNR=F 42 a v T—R=F 14 avaERT7TTHELTLLEI N,

- TFT=ANR=F4vavEIDHDTARI, JTARNR=FT 4> a vk 2DOHDT 1 A2 T 5Lk

ENAIITEEEA,
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o (B Wi —NIZ 1 DD SCSI T4 AT ZWEHRLT2DODITFT—N=FT 1 aVild 545

i, 1 2DF 4 AZRNIZIT—N—F1arvi2oMELEEEE2RULTWVWET,

Server 1 Server 2
Disk Disk
/dev/sdb /dev/sdb
— N ) ( | (.
— s Cluster =emm Cluster —
y | partition “ | e ]
L\ =/

- partition Mirroring

- partition

)

s Cluster

- partition
Data

- partition

s Cluster
- partition

e

Mirroring

-
\

6.5 T4 AZHNOEREEEITFT—N=F1>are UTHH

e FAAZIZHUTLInUX PmdiZ&BA M1 7y b, RVa—Lbtv b, IV F, RNYUFqffsE
ANTA Ty POKEEIZY R—PLTWERA,

6.22 NATY Y RTARV)Y—=RBADT 4 Z7IZD2WT

« FHAIDNA—F 4 ayv

HET A7 EFERTRVT 1 A7 (V=W T—HTHEL TOWARWIMIELT + 2 7 EK
N EeMETEIIENTEET,

- W2 BV —NTHEF 4 Z22HFHL 3BHOY —NTH—NIZHE LT« A2 21T 5154

X%, Server3 DT 1 A2 %I TF7—N—=F 4> arITNAI AL LU THEHALTVWET,

6.2. OS 1 Y X h—JLEL, OS 1 VA h—ILB¥ 115



CLUSTERPRO X 5.1 for Linux
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Server 1 Server 2 Server 3
Shared disk Disk
/dev/sdb /dev/sdb
' m ) 4 N
O (| Cluster Cluster .
. partition partition e
- /dev/sdb1 - /dev/sdb1
N\ 4
N p
Data — Data
partition P ——————— =12 partition
- [dev/sdb2 Mirroring - /dev/sdb2
: Disk HB
- partition
3 /dev/sdb3 :
\ YsusswsnssnnnenwnEnnn R nnnwnnn® / \ _/
J

.

6.6 FT4ARAZENR=F1aviik FET 1 A7 LNET «+ A7 {HHK)

- 37— —=F5 4 ¥ 3 VYT /N4 AL CLUSTERPRO DX 7 —V Y7 N T4 ND EAICHREET 2 731 2
TTQ
— DIARN=F 4 vaveTF—RNN—=F42avD2O0N—F 142 avaEXRTTHELTLEI W,
- HERTHRWT 4 27 (=W, V=T L TORWAMET + A7 ERRE) 2FHHT 5
BEIZIXOS oot X—=F 1 ¥ av®swap N—T 4> a V) LRAUTFTA AT EIZIT—R—F1ay
(ZFARNR=Favay, T—RR=F 14> ay)2@RETHILEARETT,
« PEEIRROMRSFIE, RE2 ERNT 254
OS (root X—F 4 ¥ avPswap N—F 1> ay) LHIZIS—HOT 1 A7 2HETHI L2
"LET,
s« H/W Raid DHEREDHIE T LUN OBMATT & mWigE
H/W Raid ® 7)) 4 > A b —)VE F)L T LUN RERRZ 56 AR #7225 5

OS (root X—F 1 ¥ arPswap N—FT 4V a V) LELT A AZIZIT—N=F1>vav (7
FSARN—=F4vay, T—RA=F14 ay) 2RETE5IEAHTT,
—ISENTITIVYRT A RATHDT 4« A7 %G T + A7 B CTHET 256CE. AT+ A7 KE
EHAETEY—NEOT 4 AIN= b = )Y —=ZAHDNN=F 4 ¥ a VEMBELTLIEI W,
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- FAAZIZHLUTCLInux O mdiZ&BA NS4 TRy b, RVa—Lkyb, 35V 7 RN)Fqg
EANTA T2y NOBREIXTR—FLTOWERA,

6.2.3 KFEIT2S177)

libxmlI2

OS 1 VA b —J)UIIZ, libxml2 Z1 Y A =L L TLEEX W,

6.24 IRFEITDRFAN

softdog
o A—YREME=XY Y —ZADEB LD softdog DEH. ZD KT A NBRBRETT,

e H—XTNVEVaA—UERIZLTL IV, AXT 4 v I FIANTREMFELEEA,

6.2.5 BELGNYy—Y

OS 4 VA PM—=IVEHZ, AFDNwr—Y% 4 VA=) LTLEI W,
e tar

* NetworkManager-config-server

6.26 ST—RTANDAY v—FS

¢ IF—RIANBAVY—FS 218 AL X7,
MDFNAZARTANTIE, AVY—FED 218 2FHLARVWTL I,
6.2.7 h—RILVE—RLANN=—KE=KRSAN, F=TT7S5A4ATRSIANRNDAI v —FS

¢ A—FNVE—FLANN—FE—=F FIANE, AVY—FF 10, 1 F—FF253 2FHL £,
e F—TTIATRIANE, AVY—FS 10, ¥1F—FS254 2HHL £,

DR ZANDPEHZDA T Y =R FT—FBE2HEHLTORVWI L 2HRALTLEZE W,
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6.28 TARVE=H1YY—ZD RAW EEfRBD/X\—F 1 > 3 VFER

e FAAZEZRYY —ZAD RAW B2 RETHEE. BEHEADOAA—=FT 1 arv2HARLTLEI N,
N—=F 4 ar¥4 i3 10MB HEHELTLZE W,

6.2.9 SELinux O E

* enforcing (27 E L T\ 2 {kHET CLUSTERPRO @ K J 1 N%& 10— NAEEIZ T BI2id, T4 VA b — LV &#E
74 K1 - TSELinux (2B 2R EE2E %5 (W) ICHBEOFIHZFERmL T2,

6.2.10 NetworkManager D& E

 Red Hat Enterprise Linux 6 ¥#5% T NetworkManager ¥ — Y ADEEL TWEHE, * v N7 —2 QYW
CENKURWEE CREREOITE, Xy bV =204 VX =T A ADHERY) LRDGEBH D70,
NetworkManager % — Y A %2 ILT 5 EEHRL £9,

6.2.11 LVM X 95 —49F—FEVDHRTE

anh

* Red Hat Enterprise Linux 7 2D T, K a—AYx2—=Y ¥ UV —A, BLUKR) 2a—LYFx =YY E=
2 )Y — 22T LVM OHEEERZIT 558, LVM AR T =R T —E v 2T 2 0 E R H D 7,
ART—=RT—F Vv EMNT 2 FIHIZLATO@ED TT,

L UTFTDITY RIZTLVM AT =X T—EVEEELTLIEI N,
# systemctl stop lvm2-lvmetad.service

2. letc/lvm/lvm.conf % #HEE L. use_lvmetad D% 0 IZREL TLEE W,

6.212 X217 7—MDEE

e ¥ aT T = bDRTIIMMELL T ZE W,
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6.3 OS 1 X h—JL 8. CLUSTERPRO 1 > X h—JLEl

OS DA VAN—=IVHETULE, OS®T 1+ ATDHREEKR— PR EDOEFIZODOVWTITFI L SIZHELUTCHEE
WZ & T9,

6.3.1 BER—FES

CLUSTERPRO TliZ, U FDOR— b ESZ2HEALET, ZOFR—FEBIZDOWTIL, Cluster WebUI TDZA E A3
BETY,
TEHE— FEEIZIE, CLUSTERPRO UMD THZ S LANET 72 ALBENWESIZLTLEI W,

Y—NIZT7 74T I+ —IVDOFEEITIHEICIE, FTRDOR—FBEFIZTILATESLLSIZLTLET N,

CLUSTERPRO « ¥ A s —)L#&IZ clpfwetrl A Y RTT7 74 7 U A —)VOFREERTI Z LR TEET, #HMIEIY
77 VY AHAR] - [CLUSTERPRO I~¥ Y RV T 7 VLV Al - [T7747 74— )VORAIZENMT % (clpfwetrl
av VR ZBRLUTIEIW, 72, cpfwetrl 32 RTEREZEITIR— MZDOWTIE, ITDED clpfwetrl
Wiz v BRI N TVBER-— bR T,

59 RBEEOBEIZ. A VAR VAMD T 74T 74— VB EDMIZ, 757 REBAOXLFa ) F1BREILH
WTH, FEROR—FEEIZTIEATELLSIZLTLEX N,

o [H—N--H—NE] [—/"WIL—TNv ]

From To e clpfwetrl
P—n HE#E b Y| J—n 29001/TCP AR @A v
-(:kﬁ
P—n SEUEIE N P—n 29002/TCP T — KRk v
P—n SEUEIE P—n 29002/UDP N—hFE—Fh v
=N SEUE I VA 29003/UDP 77— MAHA v
=N EEUE P—n 29004/TCP IT—x—-Y |V
= ¥ @
P—n HEj#EI o M4 T | —N 29006/UDP N—F¥E—=} |V
(1= IVE—
K)
H—N EEIEE P—n 29008/TCP 75 AREH | vV
L

RDOR—=TITHE <
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=R 65 -FIOR—IUDLDIEE

From To &5%E clpfwectrl

Y= HEj#E oM T | =N 29010/TCP Restful API N | v
EfE

H—N EEUE PN XXXXTITCP | 29 —F 4 A |V
70V =X
7 — X [

H—N EEUE P—Nn XXXX®/TCP | S5 —K54 |V
INHLEAE

PN HEE D YT | =1 XXXX?/TCP | 3 9—=KF1 |V
oNHEAE

AN icmp P—n icmp
7K1
NEF—=T7T
747,
FIP/VIP Y
Y — ZADEHE
I5—x—
D2 N

B HEIE D YT | ¥ =N XXXX! Wik w2 i | v

/UDP G

© HEED Y TTIR, TOMATHEAINTVARVWR- MESSELYTONET,

#7

RT—FARIT NATVYRFA ATV —AZ LT AR IEBSTT, IT7—FTAAZVY—=A N1 TV Y KT 1 AT ERBFZH

AIIEE LT 29051 & EINE T, £/2, I5—FTARAIZIVY—=A, N TV Y RF4 AZDBMIT L2 1 ZIMAFMEREBRICHES N
9,

LT BI541%, Cluster WebUL D [ 5 —F 4 A2 V)Y —A 70T 4 ]-[fl] X7, [N TV Yy RF 4 2210V —2 7087 1] - [35#]
RATTHRELET, F#ICOVWTIE TV 77 LY AHARI O [70—=7Y) Y =20 2BRLUTLEI W,

#8

IT=FTAARINVY=ANATVY RFA AT ZLIMHT IR EZSTT, IT7=F1AZVY—=A, N1 TV Y KT 1 ZATEIRHIZER
EFUET,

MM LT 29031 23E s NE T, £/2, IT—FTAATIVY =R, N TVY RF 4 AZDBMIT LT 1 ZMAFMEREBAZHES N
7,

EETLE1E, Cluster WebUL D [2 7 —=F 4 A2 VY =270 RXF 4 -[FHfll] 27, [N TV Y RF4 A2V Y =275 1] - [F#l]
RTTHRELVET, FHHIZOVWTIE TV 7y LY AHARI @ [V =T VY —ZA0FM] 22RLTLIEI W,

#9

IT=FTARIIVY—=ANATVY RTFA AT ZLIHHT IR IEETT, IT7—=F 1 AZVY—=A, N1 TV Y NF 1 ZATIERIRIZER
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A=K7

v TAAR, V)= 1

o [U—nN-03547 Y HE]

From To e clpfwetrl
Restful API 75147 >~ | BEj#EI D YT | ¥ —,\ | 29009/TCP | http (5 | v
e [H#—/X - Cluster WebUI f&]
From To e clpfwetrl
Cluster WebUI | HEj#E| D 24T | ¥ —,\ | 29003/TCP | http {5 | v
o [Zzofh]
From To "% clpfwetrl
P—n SEEE N Fw b= | ZEEFOY= | 2y hT—7
BT a7 VeS| EELTHE
B EEE D YT | ¥ —D BMC | 623/UDP BMC il (i
DY =T A il 1)
> b LAN
P—n HE#E 0 24T | Witness ¥ —2Y | Cluster WebUI | Witness /x— h
THREL@E | E—FY Y —
BEAR— MRS | 2O kLS
A b
Y= icmp Hitise icmp IPE=%X
Y= icmp HEfi o icmp Ping i x v
Y — 2N —
F 4 ¥a g
WY =20
s
RDR—TJ |2 <
ELET,

PIMIEE LT 29071 BAREINET, &7z, IT—FTARAZVY—A NI 7V Y FT 1 AZDBINT L2 1 2 MAEPABNIZHE S O

9,

ZHETLEEE, Cluster WebUL D [2 T —F 4 AZ VY —=A70XF4]-[Ffll] R 7, [N TV Y RF4 A2 VY —=AT 0T 1] - [FE]
RTTHRELET, IOV TIE T 77 LY AHLI R O (V=T VY —ADFM) 22BLTLEIN,

H0 (7528 F0NRTF 4]-[K— FEE (2] 2T THZDEEHFEIC [UDP] 2BINL, K— FFEECHRELEZA— M ESEHHLET,
F 74 )V bDuZDHEE S [UNIX KX A ] TiRIBER— MIFERAL EEA,
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=R 6.8 -FIDR—IDLDIHEE

From To &5%E clpfwectrl
VARV HEpEI 04T | EHie Cluster WebUI | HTTP /5 & *
THRELLZME | v b T — 7
ER—N &S | X—FT 13
YRR Y —
A DER
H—N EEEDENE P—n Cluster WebUI | JVM € =% v
T&RELEE
BN N N
2l
P—N EEIEIUENE R Cluster WebUI | JVM £=%
TEL -8
fr A — b F
]
P = EEUEIENE P —N Cluster WebUI | Azure 71 — | v
THRELET | 7K — KMV
O—7 K=K | V=R
FHal

RDR—T =L
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=R 6.8 -FIDR—IDLDIHEE

From

To

"%

clpfwctrl

H—N

HEHI D 24T

AWS V —v =
IV RiRA

v b

443/tcp*3

AWS Elastic
PYY—2
AWS {18 TP
Y —2

AWS 1 v X
VIPYYV—2A
AWS DNS Y
V=2

AWS Elastic
IPE=XY
V—2A

AWS {548 1P
TEZXY
V—2A
AWS ¥ H v &
VIPE=XY
V=2

AWS AZ €=
2V =
AWS DNS €
—XYY =R
AWS il 1k
VY —X

P—N

EEIFVENE

Azure T >~ K
AL Vb

443/tcp*!*

Azure DNS
V=2

VA

HEHI D 2T

Azure O ¥ &
DNS % —N

53/udp

Azure DNS £
=RV =R

P—N

EEIFUENE

H—n

Cluster WebUI
THREL &
H— h 52

Google Cloud
RAETIP Y Y —
A

P—n

EEIEIDENE

H—n

Cluster WebUI
THREL &
H— R

Oracle Cloud
AP VY —
A

AL VM E=ZX )Y —ZATRUFD2O0OKR— b BEE2FHLET,
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* AWS ElasticIP )V — A

AWS AP Y Y — &

c AWS AV XY IP Y Y —2A

AWSDNS VYV —2X

e AWS ElasticIP E=% 1) YV —2&

AWS AP E=&X VY — R

AWS £ VXY IPE=X Y Y —A

AWSAZ E=X)YV—X

AWSDNS £=X 1YV —X

AWS #ifil{g ik ) Y — &

6.3.2 BER—MESOEHE Y U TCHEDER
e OS WEH L TWABER— bESOHBNE D Y CTOHPH 2 CLUSTERPRO 2MEifd 5@ R— M EE L&
BT 2560H0 T,

HER—FESOHEE L Y TOHP ¢ CLUSTERPRO 2MEH T 2ER— P B EVNEE T L5 EI121E.
BHELBEWLSIZOS DFREEEHLTL/ZIWN,

OS D TEIRFEDTE RN/ R M
WER-IBSOHAHE D L COHFIZT s APV ba—2a VIZIKELET,

# cat /proc/sys/net/ipv4/ip_local_port_range
1024 65000

ZhiE, 7= a v 0OS NEER—-MNESOEHEE L Y TEERLAGE. 1024 ~ 65000 O HilH
TT7Y A1 v ENDIRETT,

# cat /proc/sys/net/ipv4/ip_local_port_range
32768 61000

— BEHR—-FBZIEIVM E=Z ) Y =AW RNECHHAT 272D K- N FH ST, Cluster WebUL D [7 T A X T a/XF 1 -[JVM E#{] &
TR E) A 7T a S TRELVET, I OWTIE T 77 LU AHA R @ 185 A—ZDFM] 23U TLEI W,

— BN — N ESIXERSE (WebLogic Server, WebOTX) @ Java VM & i3 5 728D DR — b HFSTF, Cluster WebUI D#%43 % JVM €
ZRVY=AZO [T 4 -[EH (EB)] R 7 THRELET, >0k TNV 77y Ly AHI N © T£E=2) Y —-20HM) %
ZILTL XN,

g — KNS VY H, B —NOIFERICH T A R—-  BETT,
13 PR AWS B Y Y — 213 AWS CLI 2 Ef7 L £ 3, AWS CLI TR EHOF— FHES2MHHAL T,
14 Azure DNS VU ¥V — 2 Tl, Azure CLI 257U %3, Azure CLI T LEHDOKR— b BEES2MHL T,
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ZhiE, 7TV 5= a3 A0S NEBEER—- NEBOHBE D Y TEERL ZGE. 32768 ~ 61000 D HipH
TT7Y A1 v ENDIRETT,

OS DaERE DE

fete/sysctl.conf IZLAR D7 &EHMU £9, (30000 ~ 65000 I FE 9§ 554

net.ipv4.ip_local_port_range = 30000 65000

ZOFENL OS HEBBICAMITHY LT,
letc/sysctl.conf Z{EIEE, TElO Iy NE2EFTT LI L THRKMT LI LN TEET,

# sysctl -p
6.3.3 R—MIFRREZLET BB EICDOVT
CLUSTERPRO D#EKIZBNWT, ZEDOY =N, 28DV Y — A% HHL TWA5E, CLUSTERPRO O AER@EF

S —RR= IR RUT, 27 AZY =N UTERHICIETE 222 LS » £7,
—IR— & UTHATE SHEMA, —HR— MBI N2 £ TORMZBEIG U THEL T EZI W,

6.3.4 BRI DRE

IIARYAT LTI, BEOY—NNORZ % EHMICHST2EAZHREL 9, np REEZFHLTY—1ND
Bzl 2R XETLLZX W,

6.3.5 NIC /81 R&ICDWT

ifconfig I~ > RDERRIZ & D, NIC 781 245346 & N5 554, CLUSTERPRO THZ % NIC 731 A4 D&
TEZNUTHKEL £,

6.3.6 5T 1 RJICDWVWT
o Y—NDFHA VAN —INWEETHET 4 A7 LDOF —X 25| T HHT 35813, X—F 1 > 3 > O
T 7ANVYATLDERIZLZNWTLZI WV,
e NR=F 4 aVDHRER T 7 ANV AT LDEREZITS EHET 1+ A7 LOF—RIFHIRES N ET,

e EF 4 A7 EDT 74NV AT LIF CLUSTERPRO D3I L £ T, ET A RAZDT 7 ANV AT L%
OS D Jetc/fstab IZZ > MY LW TL & W,
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6.3.

6.3

(fetc/fstab ~D T > b U BB EZRIGEIZI, ignore & 7Y 3 VIdfHiflE 3 noauto 7> a V&ML T
ZEW,)

s TAAIN—=FE—=PMHN=T 4 ¥ 3 iE 10MB (10¥1024%1024 /X1 M) BLERERE LT ZX W, 7z,
TAAIN= I = AR=T 4V a VI T 7 ANV AT LOBEIBED D HA,

HEF A A7 DHETFIEIZ T4 VAN —NVE&REHA K] 2BBLTL I,

7 I5—HFHDODT14RIZIZDWVWT

¢ IT—FTA ATV —RAERHANR—T 4 a Vv (VITRARN=F4va)IT—FTA AT YY) —ATH
AT N=—Fa4vary (T—ENN—=F4aV)2ZELET,

¢ 35T A AV DT 74NV AT LIF CLUSTERPRO D HliHIL£3, I7—T A AZDT7 7AWV AT
L% OS @ fetc/fstab IZTY b Y LAWTL & W,
(RT7=—N=FT4VaVTNRAARIT=DIY IV PRA VD, IITARN=T 42 a T =X =T«
va vk, OS D fetc/fstab IZTY ) LAWTL ZXW,)
(ignore & 7 a U fF & TH Jetc/fstab ~D TV M VI THRNWTL W,
ignore T bV L7285E, mount DETIRFIZIET Y b U BRI N E I
fsck EITRHICIZ T T =D RETHZ LD D £7,)
(£72. noauto &+ 7> 2 V' TD letc/fstab ~NDT Y bV &, o TFHTY YV MLTLESHAR, M50
DTTVT—=ayne Y PUTLESHRBMESRVWEIRERT, BT ITOTEEEA,)

« VI ARN—F 143 i 1024MiB BAEREM L T X\, (1024MB 5 &5 X2 ELTH, T4 ATZD
DA AN OEWZ LD EBIZIE 1024MB & D KE YA APERINEZ T, BEDD THA). 7.
DIGARNR—=TF 4 aViZZ T 7 ANV AT LEZBELZWTLEI N,

F—MHT 4 AT DFRETFMEIL T VAP —V&KEHAA R 22U TLZIW,

]

S8 NATVYRFTARI)Y—=RBDT 14 RA7IZDWT

e NATVYRF 4 AT VY = ADEBRHAN—=T 4> a vV (VITARNN=F 4> a)ent{TVy KT 1A
VY —ATHHTEZSN=TF 1 vay (T—R =T 4vaV) 2R ELET,

C XSINATIVYRT A AZHADT A A2 2 EGT 4+ A7 KEBTHMRT G811, ET A7 HERL
I35 —NEOTF 4 AIZN—F =K )Y —2ZHDN—F 14> a VEMHELET,

e NATVY RT 1t A7 EDT 714V AT LlE CLUSTERPRO AHIEIL £ 3, N1 TV Y RT1 27D
T77AIWVY AT L% OS D fetc/fstab iIZT2 b Y ULARWTL ZX W,
(TN =T 1 VaVTNAARIT—DII VYIRSV, FTRARN=T 42 a T —R =T«
vavE, OS D fetc/fstab IZT Y b Y LARWTL Z&EW,)
(ignore * 7' a U fF & TD Jetc/fstab ~D TV h ) HTHRVTLEE W,

126

5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

ignore TT Y Y UL725E, mount DEFRHZIET Y b AEGH S 0k 3%
fsck EATRHIIZZ 7 —DHET LI 2D £9,)

(£7-. noauto & 7> a »TOD letc/fstab ~NDT Y bV &, STFETYY Y MLTULESIHER. [AS5H
DT TN r—=ravPI Iy UTUEIARESRVEIREZXT, BITTHTEEETA.)

« U5 ARIN—F 43 viF 1024MiB BAEMERE L TL ZE W, (1024MB 5 £ 5 E2ELTH, T4 AZD
DA AN DEWZ LD EBIZIE 1024MB & D KE YA APRERINZT T, MEDD THA), 72,
TIGARN—=F 4 aVIZE T 7 ANV AT LAEZBEELLZWTLEI W,

e NATVY RTFTAAIHT A AVDERETIEIL T4 VAP =N&EREH A R 2ZBLTLEEW,

e AN=VarvTid. "M TIVYKRTFA AP )Y —ATHEHTET—EZ =T 4 aViZT 7 ANV AT L%
FETERTIHERDD 3, ERLSENEEEDOFIEIZOWTIE, 1 VAN —IV&FBEHTI K1 D TV
AT LR EREST D] O [IN= R o 7HERBEOHKRE] 22BLTLIEEN,

6.3.9 ARV —=R, NMTYYyRF4R7)Y—AText3 £/l extd ZFERHT

IT7—
vy h=Y
Block size [CDW T

ST—FAAIZNVY =R, RN TV Y RTF A AT Y)Y —=ADT =X NN=F 4 a ZfL, mkfs A< K%
FEITHEITLUText3 £zld extd 77 A NV AT L2 WHET 5545, Block size % 1024 IZfEE L RWTL 230,

ST=FAAIVY—=ABLIONATL 7Yy K51 2271 —Ad Block size 1024 (253G L TH D XA, HIRM
IZ Block size Zi5E T 254 1%. 2048 524096 #E L TLZX W,

6.3.10 OS HENEFRE DFFHE

BEABASNTHS, 0S I3 2 COMMA, Falo2 >OMMEDEC KRS LS CHELT £,
c EF 4 AT RMEHATAEEIZ. T4 A7 DEFELFEAINTH SMHHAFEEIZ A5 £ TOREME
e N— MUY —h&XA LT M

RETFIEE T2 = V&BREHTA R 22U TLEI W,
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6.3.11 xv b7 —2 DHER

AVRAXT IRIT—T A A2 X7 P THBATE XY MY -2 DMRELET, 77 AXNDTATD
Y—NTHERL T,

RETFMEE T 2 = V&KREHTA R 22U TLIEI WD,

6.3.12 OpenlIPMI (CDWT

AR O##ET OpenIPMI % {HH L £,

IN—TVY — ADIEERER/IEEERER ORI T 7> a v

EZRXRVY —ADEREET IV a v

- A-YHEME=ZXV Y-

Ty y bR VE

W < > O kE R

CLUSTERPRO IZ OpenIPMI XA LTHE Y £H A, T—PRRZHE Tl OpenlPMI ® rpm 7 7 1 L %
A YVAR=ILLTLEZ W,

ZHAFEDY =N (N— KT =7) ® OpenlPMI SHEAEIZ D WTIE L —FRIC THEANCHER L 7230,

N=FRD 7 & LT IPMIHIEIZHER L TW 354 TH FEEIZIE OpenlPMI 23 EI{EL 2 WA H D 3D
T, ZEELZIW,

Y= NRV PR T2 —NERY T b 272 HEHTE55F - EME=R2 )Y -y Y

bR A N = VEER OB IR IPMI 23 # IR LW T 2 E W0,

INSHDOH—NEEHY 7 N7 & OpenlPMI (33412 ¥ — /3 £ BMC (Baseboard Management Controller)
BT 70BN EELUTIELSEHPTS 2R TER LD £7,

6.3.13 2 —HYEEE=ZY VY —R, Yvv N D UER (BB S% softdog) ICDWT

BEf 71T softdog 2R €T B85, softdog NI A NEfHAL X9,
CLUSTERPRO LISH T softdog K 5 1 N %& T 5 HEEZ B L2 VWEEIC LTL 20,
BIZIE, AT D &S BEEN LM T 5 Z LRI N TVWE T,

— OS fEHEFRAT D heartbeat
— i8xx_tco R4 N

- iTCO_WDT FZ 1N
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- systemd @ watchdog B#E, ¥ v v b X7 »EHHEE
o BEGIATRIT softdog 2 ET 254G, OS FEEERAT D heartbeat ZEI/E L R WEREIZ L TLZT W,

* SUSE LINUX 11 TIZEEH AL softdog 2% ET 25E., i8xx_tco NI A NWEEFHIMHHTAZ LA TE
FHA, 18xx_tco RTANZHHL LWL, i8xx_tco ZH— R URWHKEIZLTLZX W,

* Red Hat Enterprise Linux 6 T3 A1 softdog 2 ET 554G, iTCO_WDT R J A N & FRHIHEH T
5ZeNTEERA, iTCOWDT RIA4 NZMHELRWESIZ, iTCOWDT 20— R ULRWVWEEIZLT
7ZEW,

6.3.14 OJIR&EICDWT

« SUSE LINUX Tl CLUSTERPRO 0 11 Z'IUEHAE T OS O syslog #RINT 534, 0—5— b Ihi
syslog (message) 7 7 A VDY 7 1 v 7 AT 5 728 syslog DMARDIFERBEDTIMEL XA,

0 ZUNEBERED syslog DA DFEE Z1T S 720121 syslog DHE—F — M DFEE PO K S ITEH L T
AT 208N HD £,

* Jetc/logrotate.d/syslog 7 7 -1 )LD compress & dateext # I XY M7V M35

o ZBY—NTOIDMRY A XH2GB 2 A=A, BI7WENRMT I e0H b X7,

6.3.15 nsupdate,nslookup (CDWT

o DR OHEHBET nsupdate & nslookup 2 H L £,
— FN—TFVY—ADKAF I v~ DNS UV —2 (ddns)
- E=RYYV—ADXA4F Iy DNSE=XY Y —2A (ddnsw)

« CLUSTERPRO Z nsupdate & nslookup &7 LTHE D FH A, T—VEIZHE THI& nsupdate & nslookup
Drpm 77 ANEA VARV LTLEZI N,

* nsupdate. nslookup (2B LA FOHIIZDOWT, BALIEIG W2 U £ A, T —FRRD¥W, HEIZTD
FHLZI W,

nsupdate, nslookup B&IZEY 2 BWEHE

nsupdate. nslookup D EEARGE

nsupdate. nslookup OAFREEH G, FEEGHFERK D REE

%4 — 30 nsupdate, nslookup O X JEARILD BTN G
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6.3.16 FTP E=4% )V —XIZDOWT
« FTP #— /N2 28 — X v 2 — UREHID X v £ — IBRWFH & 2 13EBAT 056, Bl
%

LBGENDHY T, FTPE=XR )Y —ATHEET L5681, NFT—RA v —IPHEHEOA Yy -V
BFFLBEWE DI LTLEZ N,

6.3.17 Red Hat Enterprise Linux 7 LU&EF BB DFZFEIE

o A—)LBEHERETIE OS 24D mail] 27 Y FAFMALTWET, B/IMER T [mail) 27> R VA
b= I NN, I:J“Fo)b\j—nb)%‘f%ﬁtﬁbf CFEX N

— AR TANRTFAD[TTI— b F—VYR] ZTT[A—IEEFEE]IZ [SMTP] % 3&iR,
— mailx 21 VA =),

6.3.18 Ubuntu FIFEEEDTEEIE

CLUSTERPRO il o~ > K2 E47 3 50 root T— P TEITLTLEZE W,

* Application Server Agent |¥ WebSphere € =X D AFEGETY, ZNIIMMDT 7V 7r—2 a v —
Ubuntu 23K —hLTWRWEZDHTT,

A — )VIBHREERET1X OS $24ED mail] A~ Y FZFHLTWET, B/MEKTIE [mail] I~ KA1 V2
= xNWzH, IFOWTIhrZ2EmL TLEI W

- VIRARTANRT 4D [T T7— b Y=Y R] T T [A—IViEFHIE] 12 [SMTP] %2 3&R,

— mailutils 27 > A h—)L,

SNMP (Z & 5 [E RIS FEREIZEIEL 2 A,

6.3.19 AWS RIRICH T 2% EHA

PAFD AWS B Y Y — 2 TGV FEE MER /A AWS CLI 237 L TWE
AWS Elastic IP V) /) — &
AWS AP VY — A
AWS AV XY IP )Y — 2R
AWSDNS VvV — 2
AWS ElasticIP £E=%& ) ) — X
AWS (R IP £E=X 1) YV — R
AWS £ 7V XY IPE=R Y Y — A
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AWSAZ E=X )Y —2Z

AWSDNS £€=& 1Y — A

AWS s&filfs k) Y — A
A VARV ADHRNRIELU S ZRESINTWARWESA, AWS CLI OFETICRKT 256050 £9, Zhik AWS
DIEFRIZE B H DT,

ZO%E, A VARV AOHKZELSEEL, NTP AL X 0 RZIRAMAZINS & 51c LT 230w, #lliE
Linux 1 Y ARV ADZIDFE] (http://docs.aws.amazon.com/ja_jp/ AWSEC2/latest/UserGuide/set-time.html)
EZIBLUTLZEN,

6.3.20 AWS IRIRICH T 5 IAM DEREICDWT

AWS BRI12 515 IAM  (Identity & Access Management) DF&EIZDWTEHHAL £7,

CLUSTERPRO ®—¥{DO#EHEIL, T DMIED 72D AWS CLI 2 NHTEF L 9., AWS CLI B IEFIZET I h
572121k, FATIZ IAM OFERBEL 2D T,

AWSCLI IZ7 7 v 2AF a2 5.2 5 /e LT, IAM B —L 2T 2 8t e, IAM 2—FZ2HH$ 3 it 2
BORHYET, BANIZIERA VARV AIZAWS 7T7¥AF—1ID, AWS V=2 L w h7 7 AFx—%{FT
ZMENR R F a2V T4 DEL BB LN, HIEDIAM B —V &2 T 5 A2 HER L 7,

IAM O #EFIEIZXDME D TF,
1 EFIAM AY v — %KL ET, HE0 [TAM K ¥ —0fF] #SHLTEEW,

2. WRIZA VARV ADBEEITVET,
IAM B — VA HHT 2548, BAD (4 VARV ADBE-IAM O—LVEFHT 2] 2BBLTLEI W,
IAM 2 —¥%iHT 258, R0 (1 VARV ADBE -IAM 2—F 2T 5] 2BBLTLEEW,

IAM R Y ¥ —DER

AWS D EC2 X S3 DY —VCAANDT I/Y a vzt 37 7 AHF 2R UAEZRY O —2/ERL E
3, CLUSTERPRO ® AWS 3V Y —AB L UVPE=ZR Y Y —AM AWS CLI 2 E(TT B 72DIZFFa A RE
By 7vaviIBl D EBH T,

BERRY —IHREREI N AR’ HY T,

o AWS {RAETIP VY — A/AWS IRAE TP E=&X ) Y — A
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B

ec2:DescribeNetworklInterfaces
ec2:DescribeVpcs

ec2:DescribeRouteTables

VPC, V—hF—=T), 2V NT—=O A VRT
= —ZADERZIGET HRHIHETT,

ec2:ReplaceRoute

N— b NTF—=TNVAEFEHTLHHIZBHETT,

* AWS Elastic IP ) ¥V —A/AWS ElasticIP €=X YV Y —2A

B

ec2:DescribeNetworkinterfaces

ec2:DescribeAddresses

EIP, %y b7 —2 4 V&7 z—ADERZIE
THRIZBETT,

ec2:AssociateAddress

EIP % ENL (28D 4 THERIZHETY,

ec2:DisassociateAddress

EIP % ENI 7 5 Y] b {9 BRIz 2 Td,

c AWS AV XV IP VY —Z/AWS &7 v &Y

IPE=XYY—XA

Tovayv

B

ec2:DescribeNetworkInterfaces

ec2:DescribeSubnets

FYRNT—I A4V RTz—A, T2y D
WAEWET AEZHETT,

ec2:AssignPrivatelpAddresses

AV EYIP T KL ADE Y YT BT
HTY,

ec2:UnassignPrivatelpAddresses

HVEYIP T RLADE D YTk %E T 51
IZBETY,

e AWSAZ E=XRVYV—XA

Tovay

aitEA

ec2:DescribeAvailabilityZones

TRATEY T 1V — v OFRERET SHRC
BETY,

* AWSDNS VYV —ZA/AWSDNS €E=X 1)V —2A
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Tovav SBA
route53:ChangeResourceRecordSets Yy —ALd—RKtv bDEN, Hlkk, #HEHNE
DEFZTHMHICBETT,

route53:GetChange

VY —ALa—FKty DB, BEHNEDH
I BRI BETT,

route53:ListResourceRecordSets

DY —2La— KRty b OFRE2IET I
MBETT,

o AWS sfifilfz k) Y — A

Tovav

At

ec2:Describelnstances

I YVARY ADNEHE WS DRFIZHBETT,

ec2:Stoplnstances

A VAR Y ADEILE T BHEIIZKRETT,

ec2:Rebootinstances

A VAR ADHEE 2T ARHIZHBETT,

ec2:DescribelnstanceAttribute

AVARVADEEZIET 5L ITHETT,

e EZXR Y — ADELHIER %2 Amazon CloudWatch 1234129 % HEhE

Tovayv

st EA

cloudwatch:PutMetricData

AARZLA DY T A%RET HIFITHETT,

e 75— Y —EADRA vt —% Amazon SNS (23553 5 HEfE

Tovayv

st EA

sns:Publish

Ay —V&EKETHRIIBETT,

UTFOHAZLR) Y —DEITIEETD AWSBEE) Y — 2B X=X )Y —2AWHHATET 7V a vk

HFHLTOVWET,
{
"Version": "2012-10-17",
"Statement": [
{
"Action": [

"ec2:Describex*",
"ec2:ReplaceRoute”,

"ec2:AssociateAddress",

"ec2:StopInstances",

"ec2:DisassociateAddress",
"ec2:AssignPrivatelIpAddresses",

"ec2:UnassignPrivateIpAddresses",

RDOR=T1T%: <)
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BIDR=I D5 D X)

"ec2:RebootInstances",
"route53:ChangeResourceRecordSets",
"routeb53:GetChange",
"route53:ListResourceRecordSets"

1,

"Effect": "Allow",

"Resource": "x"

IAM Management Console @ [Policies] - [Create Policy] T 7 AX LRV ¥ —2{ERKTE 7,
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AVRAYVADHRE -IAM A—I)LEERT 3

IAM 0@ — )V ZER L. 1 VAR VRN ET 52 2T AWS CLI 2 FEITa[REIZ T 5 /HETT,

IAM Policy

AWS Access Key ID /
AWS SecretAccess Key

IAM Role

AWS |dentity and Access
Management (IAM)

6.7 TAM O—)LE2FH LA VARV ZADHEE

D IAMu—L&2ERLET, fFELEZT—LIZIAM RV Y —%2 7Ry FLET,
IAM Management Console @ [Roles] - [Create New Role] T IAM 0 — )L 2{ER T & £7,

2) A VARV AERKEIZ, TIAM Role] 1ZfEE L 72 IAM B —L 2 $5E L £ 9,
DN AVARVAIZB A UET,

4) Python 21 > A b=V L ET,
CLUSTERPRO %4 % ¥ 3% Python # 1 Y A b —)L L %3, £, Python 231 VA b —LENTW53
ZeEMALET, BURSIVAM—LTHNE, yum AX Y RRETAI VA= LET,
python 3% Y RDA YA R =R A, MTFOWTNNZT 208D Y £3, BREZM PATH I8
W, BANZH D57z python A~V NEFHLUET,

/sbin, /bin, /usr/sbin, /usr/bin

Python3 D HA >V A b —)LEINTH Y fusr/bin/python BIEE LR \WIGE, /ust/bin/python3.x (x 1&/¥—
Y a )b U < & fusr/bin/python3 (2%} U fust/bin/python D> >R Y w 7)) v 7 BEK L TL ZE W,

5 AWSCLI %1 Y A b= L %7,

~

AWS CLI DA Y A b =82k, AFOWTNDIZTEIHERH D £7,

/sbin. /bin., /usr/sbin., /usr/bin. /usr/local/bin
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2AG—=rT

vTAAR, VY= 1

6)

AWS CLI Oty b7 v THFICET 7ML T 2SBLTIEZE N,

http://docs.aws.amazon.com/cli/latest/userguide/installing.html

(Python & 7213 AWS CLI O >~ A b — )V %1 5 72T 3 TIZ CLUSTERPRO %31 ¥ A b — LD
A%, OS ZHLE L TA 5 CLUSTERPRO D#f &7 o T 2T \W,)

VPO TOaAT Y REFEITLET,

$ sudo aws configure

BRIz LT AWS CLI OFETICHEREREATILET, AWS 7272 AF—ID, AWS ¥ —2 L v
7278 AF—I3I AN ULEBENWZ EIZERELTLEZT N,

AWS Access Key ID [None]: (Enter M)
AWS Secret Access Key [None]: (Enter D#M)
Default region name [None]: <BfEDYU—Y 3 V>

Default output format [None]: text

"Default output format"iZ, "text" YAZEIEET S L HHHETT,
LU NAEZRELTLUE >8I rootlaws 27+ L7 MY ZTEHELTH S EidlEz
DELTLZE W,

AVRAYVADERE -IAM 1—H%FHT 3

AWS |dentity and Access
Management (IAM)

IAM Policy

e
-

AWS Access Key ID /
AL AWS SecretAccess Key

6.8 TAM I—H2MH LA VARV ADHRE

IAM 22— %KL, FOT7 2722 AF—ID, V=2 Ly b7 28 AF—%A VAR VANIIHFET D Z &
T AWS CLI 277 ERIZT B3 HETT, 1 VAR Y AEHKED IAM 0 — )LD 53 RETT,
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) IAM 2—H R LT, fERL7Z21—FIZ IAM KY S —%7 X v FLET,
IAM Management Console @ [Users] - [Create New Users] T IAM 2 —¥ % {EfTE 9,

D AVARVAIZB LY UET,

3) Python 21 Y A b=V L ET,
CLUSTERPRO #’#4% & 3% Python %1 Y A b =)L LT, £, Python 21 YA b—LINTWV3
TeEMALET, BURI VAPV THNE, yum AX Y FRETTI VA=V LET,
python XY RDA VA M=)l SRk, UMFOWTNZT2HENH D £9, ERBIAE PATH 125
W, BANZH D57z python A~V NE2FHLET,

/sbin, /bin, /usr/sbin, /usr/bin

Python3 D& A VA b —)LE N TE D Just/bin/python 23FLE L 2R \W\WE5E . /ust/bin/python3.x (x (&3 —
¥ a )b UL & fusr/bin/python3 (25} U/ust/bin/python DY >V RV w 7 ) v 7 ZERHL TLZE W,

4) AWSCLI %1 YA h—L U E7T,

AWS CLI DA Y A b= XAk, MFOWTNDIZTE2HENH D 7,

/sbin, /bin, /usr/sbin, /usr/bin., /usr/local/bin

AWS CLI Oty b7 v T HFICEAT 23MIE T2 3B LT EE N,

http://docs.aws.amazon.com/cli/latest/userguide/installing.html

(Python £ 721Z AWS CLI O > A b — )L %&{F - 72 T3 TiZ CLUSTERPRO %31 ¥ A b —)LiF D
A%, OS ZHLH L T2 5 CLUSTERPRO O#fEZ{T>TL ZE W)

5) YIhSHUToavy FEEIFLET,

$ sudo aws configure

BEHNIZA U T AWS CLI OETIZE R EHREANILE S, AWS 7272 AF—ID, AWS ¥ —27 L v
T 22 AF—I3EK L 72 TAM 22— F OFMIERER 2 S B L2 D& AL T,

AWS Access Key ID [Nonel: <AWS 7V tEXF—>
AWS Secret Access Key [Nonel]: <aws ¥Y—JLvy N7 F—>
Default region name [None]: <BIEDYU—Y3v£>

Default output format [None]: text
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"Default output format"i%. "text"PASNEIBET B Z L HARETT,
LU mNAEBRELTCLE - 725/, /root/aws 2T 1 L2 MY ZEHEL TR S Eid#fEz
DELTLZE W,

6.3.21 AWSCLI D14 Y R k—JL/NRIZDWT

AWSCLI O+ Y A b =R Ak, BAROWTNNIZTE2HEDRH D £,
A VAN = IVRZDMRIEF IZAMBPEBLEINE T,

/sbin, /bin, /usr/sbin, /usr/bin, /usr/local/bin

6.3.22 Azure DNS )V —XIZDWT

e Azure CLI DA VA b=, 3 —VE A 7V vV DIEKOFIEIL, TCLUSTERPRO X Microsoft Azure [7]
T HA 7 9 AR BESTA K] 22U TLZI 0,

e Azure DNS VYV —ZHRIAHT 2728, Azure CLI $ £ U Python O ¥ A b — )V 3% B TS, Python (%,
Redhat Enterprise Linux/Cent OS 7% ¥ OS IZEMHE T WE$, Azure CLI DFEIZ DWW TIX, AT D Web
YA ME2SHLUTLIEI W,

Microsoft Azure D K a2 A > b

https://docs.microsoft.com/ja-jp/azure/

e Azure DNS VYV — ZADF|HT 5728, Azure DNS OHY —E 2 MRETT, Azure DNS OFEMIZ D W T,
URD Web %1 b2 SHLTLZI W0,

Azure DNS:

https://azure.microsoft.com/ja-jp/services/dns/

e CLUSTERPRO 7® Microsoft Azure & ##£9 2 7z 612 1%, Microsoft Azure DFHRT 7 >~ B HFEEL 2 b
9, M7 A7 NS DT AT v ME Azure CLI EfTHHIZHEERATOR T 1 VR BEL B 72 DH
ATEEEA,

e Azure CLI 2L T, ¥ —UE A Y VI RNV ERT 2 HEVH D £,

138 5 6 E IEHIREIR


https://docs.microsoft.com/ja-jp/azure/
https://azure.microsoft.com/ja-jp/services/dns/

CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

Azure DNS U ¥V — 213 Microsoft Azure (Z82 21 > L, DNS V' — > ~AD&H%EFTL £3, Microsoft
Azure NDOHF A VI, =Y A FU I E B Azure BV A VEFIHLU T,

Y= ATV VY OVRFEMAFIEICDWTIE, LR Web 31 2 BIRL T ZE W0,

Azure CLI2.0 Z2fffHLCa s 1 ¥ %:

https://docs.microsoft.com/ja-jp/azure/xplat-cli-connect

Azure CLI 2.0 T Azure Y — VY 2 7V VIV 2 fEHKT 5

https://docs.microsoft.com/ja-jp/cli/azure/create-an-azure-service-principal-azure-cli

E X Nz —E 27 oo on —)LEBEED ContributorGEFIFERLE) 2 S MO — NV IZEE T 5
&, Actions 7ANF 1 L UTCUTDITRTOIEANDT 7 AMEEFEFODT =L EEIR L TLZE W,
DR N O —IVIZEE UGS, Azure DNS VY —ZADEFN TS —Iz kb kLU £,

Azure CLI 1.0 D54

Microsoft.Network/dnsZones/read
Microsoft.Network/dnsZones/A/write
Microsoft.Network/dnsZones/A/read
Microsoft.Network/dnsZones/A/delete
Microsoft.Network/dnsZones/NS/read

Azure CLI 2.0 D35&

Microsoft. Network/dnsZones/A/write
Microsoft.Network/dnsZones/A/delete
Microsoft.Network/dnsZones/NS/read

e Azure 77 1 RXR— k DNS IZIZRHIGTT,
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6.3.23 Google Cloud DNS ')V —XIZDWT

» Google Cloud ® Cloud DNS % {#fi L £ 3, Cloud DNS OFEHIIZ DWW TIk, BAFD Web ¥+ M &S L T
720,

Cloud DNS

https://cloud.google.com/dns/

* Cloud DNS O#EIZffifH 9 5728, Cloud SDK O+ > X b — )V HETY, Cloud SDK DFHMIZ DWW T
. IROY A FE2SRLTIZIW,

Cloud SDK
https://cloud.google.com/sdk/

s UTNDOHEWRZR; 5727 AW > hT Cloud SDK %78 T 54 EXH D £,

dns.changes.create
dns.changes.get
dns.managedZones.get
dns.resourceRecordSets.create
dns.resourceRecordSets.delete
dns.resourceRecordSets.list

dns.resourceRecordSets.update

Cloud SDK DAZRIZDWTIX, BATFD Web 1 2L TLZX W,

Cloud SDK Y — )V DGR

https://cloud.google.com/sdk/docs/authorizing
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6.3.24 Samba E=4%!) YV —XIZCDWT

e Samba E=& Y Y —ZI1ZSMB 71 h 28—V a > 2.0 BLER NTLM ZEEXP SMB 24120653 5728
R NN— 3> 4.1.0-1 K odEZ 175 ) O libsmbelient.so.0 Z FH L TW% 9, libsmbclient.so.0 &
libsmbclient /8w r —VIZ&EFNE720D, 1 VAP =—ILENTWELHERL TLEX W,

e libsmbclient D/N— 3 > 3 AR D54 (HI.RHEL 6 (Z[FAHD libsmbelient), [K— b FEE] 1139 H L <
X445 U EETE XA, smb.conf ® smb ports IZEENSER—FBFEBEFEL T I,

e Samba E=AX VY =AY R—rFT35SMB Y0 baDON=Yavidf VA M=LINTWS libsmb-
client 12477 U £ 9, libsmbclient TOHHR— FAIFIX, &T 1 A MY ¥ a— X449 % smbcelient a7~
N CESSROIEENDE i ZRTT 5 L THATL I EATEET,

6.3.25 HTTP Xy kO —oNN—F 4 a v#ERY Y —X, Withess /N\—hE—K1) Y —2X(C
2WT

* HTTP 2 v b7 — 2 8—=F ¢ ¥ a VgERY) Y — X, Witness N— bt — U Y —ZATlE, SSL 2 HT 54
A1 OpenSSL 1.0/1.1 2L £9, MEDOKETHHATSI714 77 VIZLALTFTOMED TY,

— libssl.s0.10 (CLUSTERPRO @ rpm Xy 77— % A Y 2 b =)L U256

— libssl.s0.1.0.0 (CLUSTERPRO @ deb /Sy 75—V % A Y A =)L L 2856

HHTEI74 77 VA2EETIHHF. 7 I7AXTuNT 1 OREEILXTT[SSL 74 77 V] B8&LT

[Crypto 74 7 I V] ZHELTLEZI W,

6.3.26 OCI IRIZICH T3 CLI DEEICDOWT

OCI BREEIZH 1T 5 CLI DFREIZDOWTHIHL 97,
CLUSTERPRO O —fRDOEEREIZ, FDMILD 7212 OCI CLI % NEBTHEITL £,
OCICLI A IEFEIZET I NS F-ITIF, HIMIRENBE LR £7,

OCICLI DFEIZDWTIE, ATD Web 1 b 2L T30V,

Oracle Cloud Infrastructure RF¥F a2 AV F - IV RIAM Y - 4 X7 z—A (CLI)

https://docs.oracle.com/ja-jp/iaas/Content/ API/Concepts/cliconcepts.htm
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6.3.27 OCIl &Hl{=IE) YV —ZADEEICDWNT

OCIa&filE L) VY — 2% HEHT 254, OCICLLOaASR Y FRA VA M—ILENEZT4 L2 M) OCI KT 7
)V (config 7 7 1 V) DML & HE T,

UFDORAZ ) T MIGEHREINTVWEINRIA—XEEZEETIHERDH D £,

<CLUSTERPRO 4 ¥ X h—JL/XZ>/cloud/oci/clpociforcestop.sh

“OCI CLI AXRYRDAYAR=ITALIMNIIZIECTERTR/NTX—%
export PATH=$PATH:[OCI CLI AXY RKDAVYAKR—=ILTa4L 7]
<ffl> export PATH=SPATH:/root/bin

-OCI R 7 7 1 IVDRIMIBFTICIGC TEET /87 X —4%
OCI_Path="[OCI K7 71 ILD/I A"
<ffl> 0CI_Path="/root/.oci/config"

6.3.28 OCI BEBICHIFTE R —DEHREICDWVWT

OCIBEIZHII AR V—DRTIZOVWTHMHL £,

CLUSTERPRO O —E#3D#EREIX., FDOUIED 7212 OCICLI ZHETHEITL £9, OCICLI BAIEHIZETIND
72D, FRIICRY) Y —DHRENMBEL LD FT,

CLUSTERPRO ® OCI BH#EREEEAY OCI CLI 2179 572D ELRRY) O —IFLFD@E DY T,
WHEBERRY V— LK EEFEINDAREELHY £,

* OCI sl ) ) — &

R & —#x Bk
Allow <subject> to use instance-family in <lo- | 1 VA& v AD{E1k, HiLE), EHH# 2 HET 20
cation> IZBETY,

<subject>, <location> \FEREIZIL U7 HZE ANTLZE W,
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6.4 CLUSTERPRO D &E#R{ERHF

CLUSTERPRO DMEEUEMDEE. MEEHETIC S AT LA OREBUTHAZ U THER. BEVPBELRFIHTT,

6.4.1 CLUSTERPRO 1 Y X h—IL/RRETFDT4 LI MY, Z74IIZDWT

CLUSTERPRO 1 YA b — XA TFIZH DT+ L2 MUR T 7 A1), CLUSTERPRO At hs & (FRE/ME
FABIEIBRZR &) LW T L EE W,
CLUSTERPRO B9 5F 4 L2 MUR T 7 A VEEELZBEDOHEBIZOVWTIRYR— Mgt LET,

6.4.2 RIFEH
BABEZHNT 256 (A ERE S W T WA BET TR, FROMBAETTE 2 A, FRlOBIEEIx) Y — 2 &
THHEE, BEZEE 255 M FICREL T ZE W,

o« ZV— 7 DiEmh/E kL

« exec U YV — ADNEMEEEER 2 AT T BBA/ISIER 2 ) T b

e NARLEZZRVY —ANEHRKFIZETTEIRAZY T H

TN—TVY =, =XV —ZABERHEDOBRMKEMEETIHAZ Y 7 b

TN—T VY — ZDIEWFEEERIEZA 2 ) Tk

EHHEIEA 2 ) Tk

FEIR: VAT AICEEINTVWABEEZH & CLUSTERPRO THIE X NABEZLHZ &b T 255 MU Iz 5
E5IZBELTLE XV, CLUSTERPRO 23353 5 B2 BUITMN 30 (HT9,

6.43 vy MO UVERICDOWT

Red Hat Enterprise Linux 8 52 OS LA 4, B HIEIZ & 53 [SIGTERM 2E50i123 5] 2 ON IZ#EL T
7ZEW,
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6.44 Y—1n\D) Yy RNZv I, NT—F7
CLUSTERPRO #* [# =DV &y b £id H—n"OR=y 7] /03 [H—n"DRT—F 7| £47554,
P—NPEEIZT Yy PRI VINFERTA, TOEDTRDVRAIVRHD T,
e XUVIMNHDT 7ANVATLANDR A=Y
s HELTVARWT — X D%k
e OS DX ¥ TERELD it
=DV Ly b £2E =D =y 7] BHETHHREIEFHTT,
o T0— TV — A1EMER IR MR R FE R O B F
- sysrq /8=y 7
— keepalive Y £ v b
— keepalive /3= v 7
-BMCVY+tvh
- BMC XU —%7
- BMC %171
- BMC NMI
s BEZX Y Y — AREM IO BAEE)E
- sysrq /8=y 7
— keepalive Y £ v b
— keepalive /N= v 7
-BMCVtvyh
- BMC N7 —%7
- BMC #1271
- BMC NMI
o I—YEEEHD XA LT U MRHEE
— B softdog
- B /5ik ipmi

— BEBLJIE keepalive
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AR =0z 7| [ ZEH D keepalive DI5E DA ETHET T,

e ¥y NXY VAN VEER
- Bt /5% softdog
- B ipmi

— B/ keepalive

AR =0z 7| ZEH D keepalive DIGE DA ETHET T,

o SR LEERE DB I
-BMC Vv b
- BMC N7 —%7
- BMC %127V
- BMC NMI

— VMware vSphere /N7 — 7% 7

6.45 JI—T)YV—ADEFMEERORRT I3V

ISP R R O BRAREEIC TTE L] 2ERT D, 70— THHEFEERBO Z FEEREL A,
ABEETIE MTH LAV FRELZVEIITERLTILI W,

646 ST—FTARIDIT7AI AT LDERICDOWVWT

BUEBIFERZE T LT WE 7 7 A VY AT LAIE D@D T,
* ext3
* ext4
o xfs
* reiserfs

e jfs
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e vxfs

e none(7 7 T IV AT LIRL)

647 NATYVYRFTARIDIT7AINIY AT LADERICDOWVT

BUEBEIFHERZ5C T LTWE 7 7 ALY AT AR FELD@ Y TY,
e ext3
* ext4
* xfs

e reiserfs

e none(7 7 A IVY AT L2 L)

648 IT7—T A RVESZLKEHLLIGAEDOEFY —/N\EEFFEICDWVT

T—T A A VY —ADMEEE L S EHL T, [ —NEFHRIZMOY — NDOEF2EFE b 2R 25 <
BELGE, V—N"2HRACEHTIE, I5—2—Vxr bOEIIZKEMAILPLD, I5—F1 A2V V=R
RIT—TAATROER Y —AENEFIZEH L RWEERH D £7,

Y- NZRARCTEELTI DL RREBIZRZGEICIE. FGERE (27 2AXD7T0aRT14]-[ZA LT T B
1 27 - [FFS B (2 TRE) OiE K EDIHEELEL T I,

649 TARVE=Z41)Y—RD RAW EHICDWT

e TAHAZEZRYY —AD RAW B 2K ET 554, BEIZ mount L TWA/X—F 1 ¥ 3 > F 71X mount
FTHHBEMEDOH BN N—T 1P a vOERIFITEFEA, 72, Bl mount LTWANR=F 1 ¥ arvFEL
mount § 2 ATEEN:D B % /83— F 1 ¥ 3 > D whole device(T « A7 L% RT T /NA R) % T /NA AZITEE

ULTHERTAZLETEEEA,

-

« BEMIEHHDONN—F 4 aVEABLTTA AZE=ZRY) Y —AD RAW BEHUIZHRELTL IV,
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BIEELEE G 0 £, 100 ITRETNEUTDO LS50 L %2175 Z L AWHETT,

o IEEEEIAIZ 0 2FE L GG
BB ICEREES N T 7 — MBERINE T,
ZOBRERFMML, Y= ADEAMRETOERY Y —AANDKR=) V2 RE L, BEHY Y — A0
BEALT Y MR ZRET SN TEET,
JEZEE LT 100 % 3% E U 258
BIEELO@EHREITVEEA,
HEHLMET, 0% FDMMNMEZFHEL WX D ITERL T LI W,

e
I

T A

7..

6411 TARIVE=ZH 1YY —RADEHEAETUR ICDWVT

* SCSI ® Test Unit Ready I %> F® SG_I0 ¥ Y REYFR—PLTOVWRWT A AT, TA AT VR —
7z X (HBA) TRREATE £ A,
N=RYzT7PHFR-FLUTVWBIHEETE RIA R R— ML TORWEERHLEDTR T A NDRED
BOETHRL TSV,

¢ SSATAAM VR =T A ADT A AT DFEHIIE, TAAZA b A —=FDXA TRHEHTET4 ANV
Pa—2aizkd, OSIZIDEA VA —7 14 ADTFT 4 A2 (hd) & UTHRHEINBEE5L SCSI 1 v & —
TzAADT 4 A7 (sd) & UTEBEINBEGENH D £7,

IDEAM VX =724 AL UTRBINDEHEITIE, $TO TUR ARIFHTE ZH A

SCSI v R —7 x4 AL LTRHBEINDEE1ZIE. TUR (legacy) 2MHHTE £3, TUR (generic) (&5
TEEEA,

e Read HFRIZHART OS T4 A7 ADAMIINS LD 7,

Test Unit Ready Tlk, EBEDAT 4 7AD /O T —3MHTELRWVWEARH L £7,

6.4.12 LAN N— hE—FDERE/A—RIVE—F LAN N—hE—FDREICDOWVT
© BEED-FEG A Y XAXT ME, @Y —AHTEFEARES LAN N — b — b E 23— X VE-F
LAN A= R E— P E2FE LTI,

¢ A—FNVE—RLANN—FE—h )YV —2% 2D LRETEIILE2MERLET (Z 77 FREXERE S
FARBRED L ST Ay T =7 DBEIMPEL WEGEIXZORD TEH D £HA).

e A VRIAXT FNEMDLAN Z LAN N—hE— MYV —2L LTHEHL, 51237V v 27 LAN £ LAN
N—hFE—=—hMIY—REULTHERTLIIEEZMHRL X7,
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e H—FX)VE—RFRLAN N—hUE—=WMEATEEZT AN a—vay, A= VDEEIZE I—3
E—RFLANAN—bME— b OFHEZHEL 9,

6.413 X7 )7 hDAA Y MR ETWMYRZSZ 2/ FRXFI—RIIDWT

e CLUSTERPRO T, Linux BECHREI N/~ A2 Y 7 ME EUC. Windows B CIREINAEZA 2 ) 7 b
X Shift-JIS & UL THbnE T, TOMOXFI—NE2RHLZES, BEICX > TIXXFEI B HET S

AR D D T,

6.414 X7V 7hOXFI—REHITI—KRIZDWT

* Cluster WebUI BAAATIER L7z A2V 7 M % clpefetrl A ¥ NTHRENMT 255, MRE®RY 7 1L
(clp.conf) L AZ ) T hDOXFA—RNEBITA—RARUTHB I L 2R L THSZRERKBL TS ZE W,

XFEA— R EREFEITI— FRRRD5EE, A2V T MPEFICEELLRWARELD D £9,

6.4.15 AT LE=ZY Y —ZADEREICDWVWT

o VY —2AEEM DM AR —
System Resource Agent Tld, L & W #], [EGGRRIE] 20D 2207 A - Z2fllAaGbETRili%

TWET,
BUATFLVY—A(A—T v 774NV, 2a—F7av 28 ALy FE, XEV{HHE, CPU iHX,
IRAEAE Y M) Zkie U CINE L., — @I (kR & U CHRE L 72/ LEWEZBA TWizE

BIZREZRHL T,

6.4.16 ALEEE =Y )Y —RADEREICDWVT

o MERHEBEE =RV Y — RIZHEE 2 @HT 5121, [clprexec] I~ ¥ RE WS 5K, Y — VLA E R
BEETWS HIEO =D HERD D £,

e [clprexec] 2~ > R %MW 5E&1% CLUSTERPRO CD iZ[HIHE T WB 7 v A V2 FAL £3, @Al
P—=nNDOS 7 —FTI7F Y IIELETHALTLLEI WV, £/, BHROCY — N E@EELY —NDEEFH
ARECH D2 MBENRDH D £7,

o P NEBEBEEKEIIOWTIE, Ih—Fy = 7E#EN 1 N O T — NEREMR L O] 25U

TLEEW,
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6.4.17 JVM EEfEDEREICDOWT
o BRI R AT WebLogic Server D565, JVM =X VY —ZDLLFOBGEMIZDOWTIE, Y AT LEREL (X €

VHEHRERE)IZE D, REHBE O ERIZHIREZ2NEZ2BH D £9,
—[7V—2<%x—=VrvyDVITANEEHTE]-[VITA MY
- [V=23%%=Y YDV 7T ANEREHRT D] FHH]
- [AVY RT=NVDY T AP 2EMRTH-(FEY 7 AN )V 7T 2 M
- [AVY RT= DY 7T ANEERTZ]-[f4Y) 7 T2 b E¥IHE]
- [AVY RT=VDY 7T AP 2ERTB]-[FETV AN VTR MY
- [ALY RT—=VDV I TANEEHT ] [F47Y) 7 T A b FH{A]

o EEHIS R O JRockit JTVM 7% 64bit R D34, JRockit IVM 2 SBUE L =& AXA B BV A F AL A0 il
FHRDPEETERVED, UTDONNSIRA—RDEHTEEEA,

- [e— 7R ZEHT 2] [#H2AE]

- [ — T HR%EHT 5]- [Nursery Space]
- [e— 7R ZEL S 5]- [01d Space]

- e — AR EZEHRT 5] [fE2R]

- [Fkb — FHifI%R % B9 % ]- [ClassMemory]

e JVM £=X Y)YV —A%&MHT 521, [4. CLUSTERPRO DENMEERE] O [4.2.4. JVM € =% DENMFEE)
IZFL# U T\ % JRE(Java Runtime Environment) &1 > A b =)L LT L 723\, B4 (WebLogic Server
X WebOTX) A#HT 2 JRE L RIUYME2EHT 2%, BOYMEEHEHNT LI LHAERETT,

s EZRVY—AKIZEAREETRWVWTLEE N,

6.4.18 1) 1—Lvx—Y v )Y —XFAKFO CLUSTERPRO EEW0IEIZDWLT

e CLUSTERPRO EHIFIZ, AV 2 — A< 32— ¥ H lvm OEE1E vgchange 37 > NIz X 2 IEH ML
B0, VAT LORIIZKES 22D Z D0 £, AMEPMEE R2EE1X. Fido k512
CLUSTERPRO ARDLEN/(EIERA 2 ) T N EFTEL T I,

— init.d BREEDH A, Jetc/init.d/clusterpro Z FitD L S ITHHE L T E W,

#!/bin/sh

#

# Startup script for the CLUSTERPRO daemon
#

IRDR=T1ZHi <)
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BIDR—=IH 5 DHFEE)

# See how we were called.
case "S1" in

start)

# export all volmgr resource

clp_logwrite "$1" "clpvolmgrc start." init_main
./clpvolmgrc —-d > /dev/null 2>&1

retvolmgrc=57?

HH W FH= W

clp_logwrite "$1" "clpvolmgrc end. ("Sretvolmgrc")" init_main

— systemd E&5% D& /opt/nec/clusterpro/etc/systemd/clusterpro.sh % FEED & S IZHHE L T ZE W,

#!/bin/sh

#

# Startup script for the CLUSTERPRO daemon
#

# See how we were called.
case "S1" in
start)

# export all volmgr resource

clp _logwrite "S$1" "clpvolmgrc start." init_main
./clpvolmgrc —-d > /dev/null 2>&1

retvolmgrc=57?

HH R HFH W

clp_logwrite "$1" "clpvolmgrc end. ("Sretvolmgrc")" init_main

6.4.19 AWSCLI o~ RSAvATvay

AWS B#ERRETIX AWS CLI 27 LTV ET,

JIARTANRTF 4 DI T I RXTTIAWSCLI ARV RIA4A VAT a V] 2B ETHI LT, THs DI IC

KMT2aA9 YV RSA4 VAT avi2BETAIILNTEET,
AWSCLI EZTHIZY VT A M2 EETEZ Y RRAL Y MO URL 288 T 3582 1AM TT,
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DAY R4 0 F T avz2EET 38R AR—ATRY D TIRELTLEI W,

AWS DY —VCP AT IZav VR4 v ATV avzIEETHIENTEEXT,
[AWSCLI XY R4 VATV a ] OREVEMTIRHEREITILLTOM®ED TF,

aws cloudwatch
* Amazon CloudWatch j# #
aws ec2

e AWS ElasticIP VYV — X

AWS {RAEIP VY — A
c AWS EHVEYIP VY —2A

e AWS ElasticIP £E=%1 YV —2&

AWS AP E=&X VY — &

c AWS AV XY IPE=XY Y —2A

AWSAZ E=X) YV —X

AWS aifilfs k) v — &

e Cluster WebUI (2 & % 7 T 7 NEISIFROIG
aws routeS3

¢« AWSDNS VYV —X

¢« AWSDNS E=&X VUV —X
aws sns

» Amazon SNS #{£

AWSCLIDaXR Y RS54 VAT a vOFMIZOWTIZFAWS D RFa Xy b2 IT2BLEE N,

ER:
Bk Tehsd 1] T&&] T M) 2488 T52 AWSCLLa~x Y RS54 VA Ty a dEHza0 £9,
—output A T a Vv ERETAHE AWSCLI A< Y R4 vA Ty a VN £9,
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6.4.20 AWS BEERAERITRDRIZEH

AWS BLEBEBETIZ AWS CLI X1 VAR VAR R T —XANDT 7 A% ETLET,

PIARTANT 4 DI T RXTT[AWS BHEMEREEITROREAR] 2R ETLHI LT, 205 DI [l
TABREARNAEIRETAI N TEET, AWSBEIZTTux Y —N"2HHTI548%. AWSCLIDOERE T 7
A INRRINER 7 7 1 NV EBET IGEREIZAEMTT,

[AWS BHEBERESEATING DERBIZ R DBENE T2 2RI T D@D T,

e AWS ElasticIP V V — X

AWS RAEIP V) YV — R

c AWS AV XY IP Y Y —2A

AWSDNS VYV —2A

e AWS ElasticIP €E=4&41) YV —2A

AWS {RFETP E=&X VY Y — R

AWS VXV IPE=ZRY Y —A

AWSAZ E=XV)YV—XA

AWSDNS £=X1J YV —X

AWS Bl 1Y) Y — A

+ Amazon SNS ##%

 Amazon CloudWatch j##

e Cluster WebUI iZ & 2 7 5 7 RERBEIFROIE

I/, BEABERE7 7 ANVEMAT A E CREZLHZ2EETSAILETEEYT, Z0HA. [AWS BEEERE
%ﬁﬁ%@%ﬁ%%éﬁz] IBELRVWTLEI W, [AWSF% HESRERITROBRBEER] 2R LG8 X REEHRH T
77 AIVIKMEHTE £HA,

FER: BREABERET 7 A IVIZIEN—Y 3 v & O MR D 72D DRERET T, BREABDHE 21T [AWS B
PEREEATIF DB RN DM 2 HEIEL £ 97,

BREBAHERE 7 7 A VI, UFICRBELTVET,
<CLUSTERPRO A YA b—JL/XRX>/cloud/aws/clpaws_setting.conf

BIEEHBRET 7AINVD T+ —<y ME, UMTFTDOEBH T,
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BREEZI A = (|

FLHA)

[ENVIRONMENT]

HTTP_PROXY = http://10.0.0.1:3128

HTTPS_PROXY = http://10.0.0.1:3128

NO_PROXY = 169.254.169.254,ec2.ap—northeast-1.amazonaws.com

BRGABGERE 7 7 A VDIERRIZ, IO B TY,

o —f7HIZ [ENVIRONMENT] ZGl#ii L T Z 3\, SR WHSRRELZBDPRES NV EDH D
9,

o BRBABERE T 7 A IVHFIE L R \WIGEXRHAI D MR WEE IR U X9, PSR PR R T
Y EE A

o RADBEBLEBMRBIIHREINTVWAES, HE2 LEXLET,

o BIBABADHIIAR—AR R TN H 256 E 713 = OWMNIZ R THH 256, RENPKMI NN &
HHET,

BRESERAIIOT - N2 KL ET,

o HIZAR—AMADILGE, "(XTNT 4 — 1) THLIBEIDH D EEA,

BEARII V=TV —ZARE=R V)Y —20HLE A7) 7N W, BEKEIERT R 2 ) 7 b, iEmMIEEME
BiEAZ Y 7 M) IR INEET A,

6.4.21 AWS BEERAERTRICERAT 2RET 7 1V EREERTHR 7 71 LICDOWT

AWS BEBERED S5 FEITINS AWS CLIIEM T 7 A VX IZBEINTVWARE T 7 ALV BEAEH 7 7 A V%
EALTWET,

/root/.aws

EROT A NZLIMAREEINTVWBRET 7 A IVERIER 7 71V EFEHALUZWIGE, RIEBZEEZIEET 54
ERH ET,

AWS BEHBEREDY 5 FEITF I N D AWS CLIIZERBIA A2 f8E T 2121 BERFIREIE] - [CLUSTERPRO DIEHRIE
BBE) - TAWS B Et4RER1TRDIBIELTH] 22RBL T ZX W,

BET 7 AN EBIER Y7 7 1V EEBET 2ERELABIILINIZZ D £,
BWETTAINERIFER T 7 A NVONRAZBEEBIZEEL T I W,
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AWS_CONFIG_FILE
AWS_SHARED_CREDENTIALS_FILE

AWS CLI OBBEZBOFEMIZDOVWTIFAWS D RFa XY b2 T2 ET W,

6.4.22 AWS ElasticlP ')V —ZXDEEICDOWT

IPv6 Y HR—bLTWEEA,

AWS BIETIX, 7a—F 4 V2 IPUVY—A, 7Ju—F4VZIPE=ZXVY—Z, REIPVY—Z, K&
IPE=XYY—RIFFHTEEEA,

AWS Elastic IP U ¥V — 213 ASCIH XFEUHNDO X FIZHIGELTWERF A, FaD Iy ROETHEIZ
ASCII XFDADXEDREEFNRNT L ZHERLTLEI W,

aws ec2 describe—-addresses —-—allocation-ids <EIP ALLOCATION ID>

AWS ElasticIP VYV —ZIZENID T 514 <) 754 _XR—KIP 7 KL AIZEIP 2 #EMIT £ T, oK)
TI5AR=FIP 7 RLRIZEEMFIZTE £ R A,

6.4.23 AWS RZEIP )Y —ZXDH/BEICDWVWT

IPv6 FYHR—F L TWEEA,

AWS BTk, 7a—F 4 V7 IPVY—A, 7Ju—F4VZIPE=ZXVY—Z, REIPVY—Z, K&
IPE=XVY—RFFHTEETEA,

AWS fRAEIP VY — A AWS v AV X ) IP VY —RiFMAEHLETHHETE I HA,

AWS FFIP U Y — A& ASCH XF AN DX FIZHIE LTV ER A, Fie® 3~ v ROETHERIZ ASCI
MEUNDLEDRE TNV L 2R L TLEE W,

aws ec2 describe-vpcs —--vpc-ids <VPC ID>
aws ec2 describe-route-tables --filters Name=vpc-id,Values=<VPC ID>

aws ec2 describe-network—-interfaces -—-network-interface-ids <ENI ID>

AWS AP VYV —RlE, VPCET Y V7 EmERHLTOT 7 ¥ ANMBERBETIEMHT LI LN T
EEHA, N VIPELUTHHATAIP 7 FLAD VPC OFIFHNATH L Z L 2FiIEE LTHED, ZD&
5% IP 7 RV AL VPC €TV V7 ER TR L AR EIN572DTT, VPCET Y VI Efkiz kil L T
DT 7 AWBEREAIE. Amazon Route 53 ZF|fi 525 AWSDNS VYV —ZXZFHHALTLZX W,

AVARVAPERT BN — b F =Tz, REIPMFEHTEIP 7 KLV ADIL— S BEFEELZWGEE TS
AWS AP VY — ZZIEFICEBI L3, ZOEHEXEREE Y T, AWSRIEIP U YV — A 13iEM AL
WZEWT, BEXINZIP T RLADZ Y MY DEHETEIL—FTF—T NI U TOAZFTONEZEHRL F
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T = TF—TADR—=DE B oML oA THEEINERLE LTEREHLEST, E0L—h
F—TNIZZY N DPFEETBABRENRD ENEV AT LAOHERTHRES -, AWSIREIP VY —2& LT
IEIEEMEOHIB R EIEILTVWERA,

6.424 AWS tHV4 ) IP )Y —RDEEIZDWVWT

IPv6 Y HR—bLTWEEA,

e AWS BT, 7H—F AV ZIPVY—A, Z7B—F 4V JIPE=ZXR)Y—A, KEIP VY —Z, {x
IPE=RYY—RIFFHATEEEA,

AWS R IP VY — 2 & AWS AV XV IP VY —RFfAEDETHATE ¥ A,

AWS /7> &) IP VY — A% ASCH XFUHNDXLFITHIE L TWER A, Frd I~ > NOEFTHERIZ
ASCII XFUMNDXFEMETINR NI L Z2HER L TLZI W,

aws ec2 describe-network-interfaces --network-interface-ids <ENI ID>

aws ec2 describe-subnets —--subnet-ids <SUBNET_ID>
c AWS EAVEVIP VY =AY T2y NBREZZERCIIFHTEZEA,

c AWS AV ZVIP VY —ATEDHTOND AV X)IPT RLVARA VARV ARA T T LI LRA
Hox9d,
X TR E SR TS ZE W,
https://docs.aws.amazon.com/ja_jp/ AW SEC2/latest/UserGuide/using-eni.html#AvailableIpPerENI

6.4.25 AWSDNS )YV —ZXDEREICDWVWT

IPV6 Y HR— L TWEEA,

AWS B85 Cld, 7a—F 4 v IPYY—A, 7Ju—FT4 V7 IPE=ZXVY—Z, {REIP VYV —A, K&
IPE=XVY—-RFIFHETEEREA,

s [VY—RAVI—=Fty MR Z AT =T 2= F2 8501546, BEFPERIIRDES, TAF—-Ta1—-F%
GERV[UVY—ALT—FEy b ZRELTLEI N,
AWS DNS V YV — 2 DG MK, DNS &ZEDZEHHN T X TD Amazon Route 53 DNS ¥ — N —ZEIEF A & 7

2FETHFELEDLEFEFHA, ZHiE Route 53 DEREE, VY —ALI—F&y hOAEIRREKIZEH S
5 ETIZED N 27-0TT, TAWSDNS E=Z4 )Y —ZADEREICDOVWT] SR LTLEZI W,

AWSDNS VY —RE7 oY MO WTWES, TD7=D, EHROT ATV P AWS 77 2 A F —
ID. AWS V=2 Ly hT 7 AF =%V EHIITEEHA, TOHEIX EXEC VY AR ET
AWS CLI Z2FET 35227 ) ML BEHAZREF LTI W,
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6.4.26 AWS DNS €=% 1)V —ZDEREICDWT
« AWSDNS =41V — 2%, HEHIFIZ AWS CLI #ETLEd, ETT5 AWSCLIDZ A L7 7 M
AWSDNS UV —AT#AE L [AWSCLI 21 A7 7 M 2L £ 7,

e« AWSDNS VYV —ADEMEERE, UMTOHERIZED AWSDNS €= 1) Y — A2 LK 2EHP LIS 5 At
MRHO ET, ZOEE, AWSDNS E=X Y VYV —A0 [EHBERS K] % Amazon Route 53 IZ251) %
DNS #ZEDEE N K E N5 K & » F < #E L T L &\ (https:/aws.amazon.com/jp/route53/fags/)s

1. AWSDNS VY — 20K, VY —ZALa— Ry NOBIYEHZT 5,

2. Amazon Route 53 1251} % DNS REDEEN KM I NEHTIZ, AWSDNS E=X 1) Y — ANEH %2
792 AR TERWZOERIZKKT 5, DNS UV ILAE Y v v adGhkiMiz., To%d
AWS DNS €=% VUV — ZXEHIZ RS 5,

3. Amazon Route 53 (2381} % DNS HEDEEL KX N5,

4. AWS DNS VYV —Z® [TTL] DA ARGE T 5 & LTI S 57285, AWSDNS €=%Y
Y — ADERDBRINT %,

6.4.27 Azure 7O—7R—MJY—RDEBEICDODWVWT

o IPV6 IZH R —PLTWEEA,

e Microsoft Azure 35 Tid, 70—F 4 Y ZIPVYV—A, 7JAa—F4 V7 IPE=XRYY—X, {RIEIP V)
V—Z, REIPE=X VY —AFIHHTE A,

6.4.28 Azure O— RISV RE=ZH )Y —RADEBEICDOWVWT

e Azute H— RANT VUV RAEZ X )Y —ADEE 2RI U256, Azure DO — KNS U805 OBHHR & 756
ROYIDEBEZDVPELLTONRVWABEMERD D T, TD72H, Azure T—RANFTVAE=R Y Y —ZAD
[BAKENE] IZIZ [Z AR — L AEBIEE OS Vv Yy bR V] ZBINT A Z L 2HRE LET,

6.4.29 Azure DNS )V —ZDEZREICDWT

o IPV6 IZH AR —PLTWEEA,

e Microsoft Azure 35 Cld, 78—F 4V IPUY—RA, 7a—TFT4 Y7 IPE=ZZXVY—Z, {RAEIP Y
V=, REIPE=X )Y —ARFFHTEZEA,
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6.4.30 Google Cloud R%EIP ') YV —ZXDEEEICDWT

e IPV6 EHR—FLTWERA,

6.4.31 Google Cloud O—RNRSYREZ4 ) Y —ZADEREICDWNT

* Google Cloud B — FNJ VY ZAE=ZX )Y —ANREEEZRAM U256, 0— FNT U595 OB R & AR
DYV FEZDNEL TN WATEEERH b £, ZD7H. Google Cloud B— FNF VAE=XRY Y —
2D [FAEEE] ITIE [7 T ARY—EAFEILE OS Vv v XY V] 2 #IRT B L 2L ET,

6.4.32 Google Cloud DNS ')V —2DFEEICDWT

¢ IPVO IZH R —PLTWEEA,

* Google Cloud Platform 3#5iTiX, 7H—F 4 Y Z P VYV —A, JA—FT1 V7 IPE=X) YV —A, Kl
IPYY—A, HIEIPE=XY Y —AFHHTEEEA,

o D Google Cloud DNS V YV — A D7EM: - IEEMMIRNFRIRFICETIND LTI —DNRET LI LAHD
FT, TODH, 77 AXNTEED Google Cloud DNS V YV — A& i3 25&1k, VY — ADMEFHG
PIN—TORE) - FIERL SO EETIHENE - IFEFELEAFRICEITINE VL S ICRET E2HERDH D
£7.

6.4.33 Oracle Cloud {R#82IP ') VYV — R DR EICDWVWT

¢ IPV6 IZY R —PLTWEEA,

6.4.34 OracleCloud O— KRNRSURE=ZF Y —RADEBEEICDWVWT

e Oracle Cloud H— RNV AE=X ) Y —AREEEZBRHM UGG, O— NXNT UUh 6 OBHR L R
DY EZMNEL L fFhNRWAFENDRH D £, TD7®, OracleCloud B— KRSV RAEZR Y Y —A
O [BAEEMEN X [ FAXR Y —ERAELL OS Vv vy AT V] 2BIRTHZ 2B LET,
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6.4.35 )Y —RE MYV 1 Y — REEAEICKRTIEINDE)Y—RY(4 T—EICDWVWT
TNW—=TVY—=ARE=ZRY Y —=ZADBEMY 4 ¥ — NHEHD ) Y — A XA F—El%, #HEIREETIZ CLUSTERPRO

A VA —IVRBEIZEDE TR VIAATERRINET,
FRINTVWIRWY Y —RAZEMT GG [RTORA TE2RR] KXV E 7Yy 7 L TLEI W,

6436 IZ—FTARVVY—RENATYVYRFTARY)Y—ZADHFIZDWNT

c JA—DT T ANFA—N=TN—TILIFT—FA ATV —AENA TNV RTFL A7 )Y —A%RBESES
ZElFTEERA,
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6.5 CLUSTERPRO :ER&

75 AR UTCHMZRBUZRICHERET 2 FRLTHBLUTIHELWHRIATY,

6.5.1 udev BEEETODIZ—RZANO—REODIZ—AvE—JICDWT

udev BRIBETI I — R I40u— NRHZ, UTFD &L D728 7D  messages 7 7 A IVIZZY MY INBZ LHHD
7,

kernel: [I] <type: liscal><event: 141> NMPx device does not exist. (liscal_
—make_request)

kernel: [I] <type: liscal><event: 141> - This message can be recorded on udev,
—environment when liscal is initializing NMPx.

kernel: [I] <type: liscal><event: 141> - Ignore this and following messages,,
—~'Buffer I/O error on device NMPx' on udev environment.

kernel: Buffer I/0 error on device NMPx, logical block xxxx

kernel: <liscal liscal_make_request> NMPx device does not exist.

kernel: Buffer I/0 error on device NMPx, logical block xxxx

ZOBRIIRFETED £ A,

udev BRBEIZTZ DT I —A v =YD ZREEEL 72 \WEEIZIX, fetc/udev/rules.d/ Bt FIZ FEEDRRET 71 )V %
BEIMUTLZX W,

7272 L. Red Hat Enterprise Linux 7 X, Asianux Server 7 72 &, &7 7 AV EZEBMLTHLTI—A v E—Y D
HAEMETERVWGELH D £7,

7 7 1 V% : 50-liscal-udev.rules

ACTION=="add", DEVPATH=="/block/NMP*", OPTIONS+="ignore_device"
ACTION=="add", DEVPATH=="/devices/virtual/block/NMPx", OPTIONS+="ignore_device"

652 I5—NR—FT42aVvFNARAI/WTEZNv I 710 TZ—0OTICDOWVWT
RT=FA AV =ARNA TV Y RF 4 A7 VY = AWBEFEEDOREBORKIZ, I T7—N=F1¥avFNIA
M7 o7 ASIND L, UTD LS4 0279 messages 7 7 1 VIZER SN E T,

kernel: [W] <type: liscal><event: 144> NMPx I/0O port has been closed,

—mount (0), 10(0). (PID=xxxxX)
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kernel: [I] <type: liscal><event: 144> - This message can be recorded on
—hotplug service starting when NMPx is not active.

kernel: [I] <type: liscal><event: 144> - This message can be recorded by fsck,,
—command when NMPx becomes active.

kernel: [I] <type: liscal><event: 144> - Ignore this and following messages,,

'Buffer I/0 error on device NMPx' on such environment.

kernel: Buffer I/O error on device /dev/NMPx, logical block xxxx
kernel: [W] <type: liscal><event: 144> NMPx I/0 port has been closed,

—mount (0), 10(0). (PID=xxxx)

kernel: [W] <type: liscal><event: 144> NMPx I/0 port has been closed,

—mount (0), 10(0). (PID=xxxx)

kernel: <liscal liscal_make_request> NMPx I/0 port is close, mount (0), 1o (0).

kernel: Buffer I/O error on device /dev/NMPx, logical block xxxx

(x X xxxx [ZIEEENPAD £9)

ZOFEKE LT, ST LSBT —AnEZEZoNET,
B, N TV RTFT 4 R VY —=ZADGEITIE,. I75—FTAARAZNVY—=ANATIVYRTFA AT )Y =R &
FAFZTLIEEWN,)

e udev EBEZIZ L BHD

- ZOYAEIE. 37— R I74 301 — FRIZ Tkernel: Buffer I/O error on device /dev/NMPx, logical block
xxxx] DA vr—Tk &5z Tkemel: [1] <type: liscal><event: 141>] D X v — UGS N E T,

- AAYE—VIIREZRTEDOTIEAR <, CLUSTERPRO OEEIZITHED D £ A,

— ZOFMIZOWTIE, [6.5.1. udev BEETDIT—RIANAO—REOIS—XAvE—JICDWTY
22U TLIZE N,

* OS DEHINE I~ N (sosreport, sysreport, blkid I~ > N&) LTI N/-Me &
- ZOHAE. KAy —VIFREEZRTHDTIEAR L, CLUSTERPRO OEEICITHEH D A,

- OS Rt T BB HRINE T~V RDEITINDE L, OS BEHMUTVWBTNAS AANDT 72 AR TFbh
$9, ZOF, EEHEREDIS—F 1 221257 7 A0 Tbh, ZTOHRL LT, LA vr—
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UhiskEhE T,
- ZDA Y+t —% CLUSTERPRO OFEETHILET 2 HiEEH D A,
¢ IS5 —FUAIDT USRI VIR ALT IR LIZEE

- ZOEHIE IT—TARTVY—ADTYIT VIR RALT I MNLAZZERZRTAVE—VE LD
2. RA v —IUPGEmInEd,

/

— CLUSTERPRO OFEifEL LTIE, I5—FT 1 A2 VYV —A0D FIEEEEEREOEIHEIE] BB b
NET, £z, I7 ANV AT LIIRBEENKELTVWAHEEERD D £7,

- 2O OVWTIE, T653. KENVOICEBF vy atBR] 28BLTLEI W,
e IFT—F 4 AVIFEMERIISIT Y N INAEEEFDOREL Lo TWBES

- ZOEEIF. BTORNORIZ, EFEDOXAy v—URGkahEd,

]l
N

(1 =T A AT VY = APTEEREBIZR o2, 2—FPT7 V5= a v (NFS &R E) Tk,
—R=F4¥avDFNA A ([devINMPX) I 7 —FT 1 AZ VY —ADIYT Y MRV A

v
LT, @ity &7 7=,

]

2) D%, 1 TEBMENEYY VY IRSI Vb 2Ty MLABVWEE, 3I5—F 1 A2 YV —2%
FEVEMEIZ U 72,

— CLUSTERPRO OEMEIZIZHED D $BAD, 77 ANV AT LAIIREEWPRELTWSAHEERDH D
EC N

— ZOFHMIZOWTIE, T654. S 5—FT ARV —RZICERDODY Y Y NaB Il R>12358] 231
LTI,

Cc EBDIT—F 4 ATV Y —AEHELTVBIGE

— 2O EDIT—F A A VY —AEZHBELTWAEEGE, EEEIZ, —HOTFs A ) a—Yyaviz
T fsck DEENZ L > T, FRHDRA v —IUWRHENEINBEZeHD FT,

- ZOFEIZOVWTIE, T655. BERDIZ—TA RV YUY =R N TYy RT42R0 )Y —RERE
D syslog A v EZ—IIZDWTY 2BBL TN,

s ZTOMI, AERDT TV r—a itk T AINZE E

- BRSO —2ADGE, MShDT TV r—y a VHBSEREIREDI S —F 1 A2 )Y —RAILT 7k
AL &S LI EZILNET,

i

F—=F 4 A7 )Y = AMNERE L TWRWRETHNIE, CLUSTERPRO OEIEIZIZHED D FH A,
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6.5.3 KE1/0IC&BFvrvalEKX

IT=FARIVY=ARNA TV Y RF4 A2V Y —=AIHUTT 1+ A7 DMEE%E L[5 KEDE EIAHA
THE, IT—OREPYBMEINTVWERVZE b ST, EERAALSHENPRS 2N &P, XE
VDR T —WFRETHIENHY T,

WLIPEREZ B[R 5 1/O RV KBIZHZGE. 77 ANV AT LN Ty v az KEIZHHELT, Frv
Vavya-—¥—EEADOAEY (HIGHMEM V' —Y) HARET S L, Z—FVEMHADAEY
(NORMAL V'—V) £fHINZZEWHDET,

ZDEIBGEITIE, FilDH—FNWNTA =R EZZBELT, H—FI)VEFHORAEYBF ¥ v ¥ allHH
INZDOEMFEILTLZEN, sysctl I~ NEZHHLT OS KEIRIZ NI A —ZPEHIND LD ITFE
ELTLEEW,

R*
N

/proc/sys/vm/lowmem_reserve_ratio

IT=FARAIVY=AONA TV Y RF4 AV —=AIHUTRBDT 7 A%{To786, T4 A7
)Y —=ZFEEMR DT VTV MZT, 77 ANVVATLADF vy ¥ alT 4 AIAEEHINZDIZEN
K205 Z 2D £,

¥/, ZOLE T7ANVVATLADRSGT A AIADEEHUNET TR, 7YY U Y MNEXALT T b
WBHRETDIE, TROKR, IO T —DAvE—UR, 7UIU Y MRBOA Yy —UNEHKEINEZ L
NhHhET,

ZDEIBIGEITIE, TAAIZADEESHUNERIZETTELS, ZUT A ATV —ADT IV b
DEA LT T MR ZRIBE R > 72HIZERE L TLZE W,

<l 1>
clusterpro: [I] <type: rc><event: 40> Stopping mdx resource has started.
kernel: [I] <type: liscal><event: 193> NMPx close I/0 port OK.

I
kernel: [I] <type: liscal><event: 195> NMPx close mount port OK.
I

kernel: [I] <type: liscal><event: 144> NMPx I/0 port has been closed,
mount (0), io(0).
kernel: [I] <type: liscal><event: 144> - This message can be recorded on

—~hotplug service starting when NMPx is not active.

kernel: [I] <type: liscal><event: 144> - This message can be recorded by,
—fsck command when NMPx becomes active.

kernel: [I] <type: liscal><event: 144> - Ignore this and following,
—messages 'Buffer I/0 error on device NMPx' on such environment.

kernel: Buffer I/O error on device NMPx, logical block xxxxkernel: [I]
—<type: liscal><event: 144> NMPx I/0 port has been closed, mount (0),
io(0).

kernel: Buffer I/O error on device NMPx, logical block xxxx
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<f5 2>

clusterpro: [I] <type: rc><event: 40> Stopping mdx resource has started.
kernel: [I] <type: liscal><event: 148> NMPx holder 1. (before umount)
clusterpro: [E] <type: md><event: 46> umount timeout. Make sure that the

—~length of Unmount Timeout is appropriate. (Device:mdx)

clusterpro: [E] <type: md><event: 4> Failed to deactivate mirror disk.

Umount operation failed. (Device:mdx)

kernel: [I] <type: liscal><event: 148> NMPx holder 1. (after umount)
clusterpro: [E] <type: rc><event: 42> Stopping mdx resource has failed.
(83 : System command timeout (umount, timeout=xxx))

6.54 SS—FTARVY—RZICEHDOT IV NAEB IR 11BE

37T ARARIVY=ZARNA TV Y RT 4 A2 )Y = AMREE L7212, ZDIT—N=F 1 arvTN
A4 A (/dev/INMPx) <> hKRA VN (D77 A IVERBO—I) 126 LT, mount 2% R TRIDEATIZ
HBIMTY Y Y b ULEBEIZE. ZOT 4 A2V Y —ADIEEWICRDENIZ, BTFOEMUEZYY Y bR
AV EETUIT Y RLTLEI N,

HELH, BILAETYYMRSI Vb 27UV PLARVEEFTHEELRB Zhbhd e, AEY EiliE-
TWBTTANVATLADT—EAMT 4 AT IZRBIZFEEHINZWI WD DD, T4 AT EOTF—
RIPPERIREBOEFET 4 A7 AD IO PHIINIFEENZT LT LEVET,

¥z, ZOLE, FEEUBE T T ANIATLANRT 4 ATANFEEIRAEZE I Wit L5 295720, Tid
DR TO T —DAY 2 —=INFI N DB T,

Tz, TOBOY—NELRRET, 35—V MELEDBIZI T —RIANEKTTETITIT—
I—VxY bOEIRIZERELT, y—N"DPHEEHTL2Z DD £,

<fFl>

clusterpro: [I] <type: rc><event: 40> Stopping mdx resource has started.
kernel: [I] <type: liscal><event: 148> NMP1l holder 1. (before umount)
kernel: [I] <type: liscal><event: 148> NMP1l holder 1. (after umount)
kernel: [I] <type: liscal><event: 193> NMPx close I/O port OK.

kernel: [I] <type: liscal><event: 195> NMPx close mount port OK.
clusterpro: [I] <type: rc><event: 41> Stopping mdx resource has,,
—completed.

kernel: [I] <type: liscal><event: 144> NMPx I/0 port has been closed,
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mount (0), io(0).

kernel: [I] <type: liscal><event: 144> - This message can be recorded on_
—hotplug service starting when NMPx is not active.

kernel: [I] <type: liscal><event: 144> - This message can be recorded by,
—fsck command when NMPx becomes active.

kernel: [I] <type: liscal><event: 144> - Ignore this and following,
—messages 'Buffer I/O error on device NMPx' on such environment.

kernel: Buffer I/O error on device NMPx, logical block xxxxx

kernel: lost page write due to I/0O error on NMPx

kernel: [I] <type: liscal><event: 144> NMPx I/O port has been closed,
mount (0), 1o(0).

kernel: Buffer I/0 error on device NMPx, logical block xxxxx

kernel: lost page write due to I/O error on NMPx

6.5.5 EHDIZ—TARIVY—Z, N TYVy K717 )Y —RERARD syslog * v
t—JICDOWT

2OMUEDIT—FAAZVY—A N TV KT AT )Y —A2ERELTWBEAE, I5—FT1 A2 )Y —
AL NATVY RF 4 A2 V)Y —ADFMRFIZ OS @ messages 7 7 1 VIZBATFD A v =Y NV MY EINEZ
EDHHET,

ZOBHRE DT+ ARV Ea—rarofsck 3v 2 ROEH) (KK, fsck DR TRNT T Y 7 FNA ANT
I A% T EEH)IZLLHDTT,

kernel: [I] <type: liscal><event: 144> NMPx I/0 port has been closed,

—mount (0), 1o(0).

kernel: [I] <type: liscal><event: 144> - This message can be recorded by fsck,
—command when NMPx becomes active.

kernel: [I] <type: liscal><event: 144> - This message can be recorded on_
—~hotplug service starting when NMPx is not active.

kernel: [I] <type: liscal><event: 144> - Ignore this and following messages,,
—~'Buffer I/O error on device NMPx' on such environment.

kernel: Buffer I/0 error on device /dev/NMPx, logical block xxxx

kernel: <liscal liscal_make_request> NMPx I/0 port is close, mount (0), 1io(0).

kernel: Buffer I/0 error on device /dev/NMPx, logical block xxxx

CLUSTERPRO & U CixMEIZH » £ A, messages 7 7 1V EEHET 52 ORERD 255 IIEI T —FT 1
AZVY—=A NATVY RFA ATV —ADLUTOHFREELEEL T LI,
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e Mount EFTRID fsck 727 > a v %& [FEiFLRWV]

e Mount LMD fsck 727> a v i [FETT5)

6.5.6 KZA4/\O—KREFOA Yy E—IIZDWVWT
S—RIA4 "% load U7ZBRIZ, ATFDE SR A v E—=UAar Y =), syslog CRRENDZZ VDY ET,
ZOBRIFEETIEH Y EEA,

kernel: liscal: no version for "xxxxx" found: kernel tainted.

kernel: liscal: module license 'unspecified' taints kernel.
(exoxxx ZIESCFHIDAD £9)

FfkIZ, clpka K543, clpkhb K54 8% load L72BRIZ, BAFD & 52 A v —Ih a2 =)L, syslog IZFR
INBZERHDET, ZOHFHRIBEETIEH FHA,

kernel: clpkhb: no version for "xxxxx" found: kernel tainted.

kernel: clpkhb: module license 'unspecified' taints kernel.

kernel: clpka: no version for "xxxxx" found: kernel tainted.

kernel: clpka: module license 'unspecified' taints kernel.

(ooxx (IZIESCFFINAD £7)

657 IS—FTARVYY—RA NATYUYRFTARIYY—Z~DRHD O BED X v —
=105 4

.

X
1

ST—TFTAUATIVIV—=ARNL TV Y RF L AT )Y — A%< T Y MEDTMD read/write DEZIZ, UTD X 5%
AyE—UnRavY =), syslog ZRKRINDILAHD T, ZOHRPIRFETIEH D FHA,

kernel: JBD: barrier-based sync failed on NMPx - disabling barriers

(x ICIEBEIAY )

6.5.8 X-Window L7 71 ILBEI—FT1 )T 14I1CDWVWT
X-Window ECEIEST 3 D7 7 A NVEBIEZ—FT 1 VT4 (GUITT7 74T 4 L2 M) DIV —BEIRY
DEERITOED) IZUATOEHFHZ2T2H00H D £,

e Ty ITFNAAWEHABETH DY —F T3

e U—F DR, YV IDVARRT 7 ANV AT LRI TV T D
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LEROEDBMARD 7 7 A NVEFEZ—T 1 ) T IXMEA LRV TLZE W,
LD & 5 4 EifEIZ CLUSTERPRO DENEIZ XA FELET 2 A[REMDNH D £9°,

6.5.9 ipmi DX v E—TIZDWT

I—YEME=ZXY Y —RIZIPMI 2 HT 254, syslog IZ Rl ® kernel €Y a2 —VELHEO I B2t h
9,

modprobe: modprobe: Can't locate module char-major-10-173

Zou g% EEEL 72 \WEE L, /deviipmikes & rename U TL 723\,

6.5.10 EIEENFHDEEFIR

EZRY Y — ADBRBEHMHEORE THRENFIZIN =TIV -2 (F4 A2 VY =X, EXECVY—2Z, .) %
fEEL., E=X VY —ANREEEZBRE L 72560 REHEEE S (EIEEL — 7 =1 VA —N — B&EE) 1213,
UTFoa<wy REzE, Cluster WebUL 225 D0 5 AR BT IV — T ADHIFENITHRNTLEE W,

« VIARDIFIE B ARYVEK

o IV — T DRk / fFik /B E)

TR Y AR L BREEBEER T LEOHEEITS &, TNV —=TOMDITIN—T1) ) =AW EEL
NI EeRH ET,
Tz, BEoX VY —ARFIRETH > THRIEKEEEFHRTHELELTIHZT S Z L 2WRETT,

6.5.11 ATV FRICEBEH INTVLWARWERTER 7 7MILPLRI) TN T 74ILICDWT
AVAF =T L7 MR TIZa<y FRICEEINTORWETER 7 7ANVRAZ Y TN T77 AV H D £

95, CLUSTERPRO B2 HIFET L RNWTL 230,
FATLGE DB IZOWTIE, ¥R — MR D £,
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6.5.12 fsck OE1TICDWVWT

¢ TAARIVY—=AIIF =T A AT VY —=RAINAT VY T4 A7 VY —ADIEMRIT fsck 2FE179 5 &5
FRELTVWBHGE, ext2/ext3/extd 7 7 A )V AT L% mount T HBZ, BT U T fsck BEFTINE
T, LU, 774NV AT LOY A X0 E, FPRIC & o TR fsek IZRER-IA 2D | fsck D & A
LT MNEEBLTYD Y NPEBTEZ DD T,

T, fsck DETIZ TR OB NAR =V DH BT,

@ VrY—FINDF v I DAEBHENITI R =,
RFETRE T UET,

b) 77 ANVAT LEROEEEF v 7 %2ITI R =V,
OS THFFLTWABHER M180 HMAEF = v 2 LTWARW] ¥ 1301 (D) vy MRIZITD | 1T
FMUGE,
T7ANVYAT LOY A ARMHELRLIZ L > TERVWIHEZEL 7,

ZDEIRIGAITIK, RALT IR ELRWES, FUTET A AT VY —AD fsck X1 LT U M
B2 RBERi>7T-REIZLTLEZ W,

¢ FTARAINVY—RAIZTFT—=FTAAZ VI —=AINAT VY KT 4 A7) —ZADIEMRIZ fsck 2 FET LRV
SHTELTWBIGE., ext2/ext3lextd 7 7 1 IV AT L% mount $5BNUZ. OS THEEFL TW3 fsck E17#E
52 mount A3 A B@T AL, VAFLOTRIVY VI TFTOZEENHIINEZLNH D £,

EXT3-fs warning: xxxxx, running e2fsck is recommended

(GF) xxxxx DEDPIIEBONRI—2nHY ET,

ZDBEENRHENINEIEE, 77 ANV AT UT fsck 2FETTHI L 2HRELUET,

fsck 2 FEITHEITT 555G, UTOFIHTIT o T LI W,
BB, UTOFMEIEHBT, LT+ ATV —=ADBERE LTI — N EIZTEGFLTLEI Y,

1. 4T+ AT )Y —ADFET 57V —T%, clpgrp I~ FETHFEIZLTIEZI W,
2. T4 AZD mount ENTWARWIZ 2%, mount AX Y R df a~v >y &ML CHEL XTI,

3. MM T A A )Y —ADFEIIR U T, AFOFEYTHIA7 Y RE2FFLTT + A2 % Read Only 75
Read Write DIRFEIZ LU 97,

(T4 A2 )Y —=2DGEDH) T8 A47%% [dev/sdb5 D&
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# clproset -w -d /dev/sdb5

/dev/sdb5 : success
(25=FT 1 A2V Y—=ADBEDH) VYV —A%4H mdl DEE

# clpmdctrl --active —-nomount mdl

<mdl@serverl>: active successfully
N TVY RT 1 A2 )Y —=2DHEDH) VY —A4H5 hdl DE5GE

# clphdctrl --active —-nomount hdl

<hdl@serverl>: active successfully

4. fsck ZFETUE T,

(35—FA4 RPNV —=APNALTIVY KT 4 A2 )YV —ADHE., fsck IZTNA A4 %2 I8ET 254
2, FOVY—2IZET5I5—R_—F 13 v FNAL A% (JdevINMPx) ZIEELTLEZE W)

5. U T A RV —ADEEIZIE LT, UMFOFHEL TSI RELFLUT, T4 A2 % Read Write

75 Read Only DIREEIZ L £ 7,
(T4 A2 VY —=2ADHEDE]) T34 ZA%47D [dev/sdbS D56

# clproset -o -d /dev/sdb5

/dev/sdb5 : success
(27T 1 A2 VY —ADHEDH]) VY —ALH mdl OHE

# clpmdctrl --deactive mdl

<mdl@serverl>: deactive successfully
N TVY RF 4 220 —=2DHEDE) VY —A%4h hdl DGE

# clphdctrl --deactive hdl

<hdl@serverl>: deactive successfully

6. BT A AT VY —ADFET BT N—T %, clpgrp I¥ Y NETHEHIZLTLZI W,

HELb, fsck 2FEITTAI R UICEELERZH I ULAVWESITT B3REND L5E121E. ext2, ext3.extd DI
&, BAK mount MDA FE % tune2fs IV REMHA LT, FHUT 1+ A7 VY —=ADEELTWAE Y =N E
IZTETLTLEI N,

1. MFDax Y REFEIFLTLEI N,

(T4 A2 )Y —=ZDGEDE) T84 ZA%40% [dev/sdbS DIGE

# tune2fs -c -1 /dev/sdbb
tune2fs 1.42.9 (28-Dec-2013)

Setting maximal mount count to -1
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(R5—FT 4 AT VY —ZADBEDOH) I 5—N—F 4> a T N1 AL /devINMP1 DIF4&

# tune2fs -c -1 /dev/NMP1
tune2fs 1.42.9 (28-Dec-2013)

Setting maximal mount count to -1

(N TV Y RFA A2 )Y —ZDBADH]) I 57— —F 1 3 YF AL 245 /devINMP1 DE &

# tune2fs -c¢ -1 /dev/NMP1
tune2fs 1.42.9 (28-Dec-2013)

Setting maximal mount count to -1

. BR mount MIBMAEEI NI L 2R LTIV,

() T3A1 24408 [dev/sdb5 DI

# tune2fs -1 /dev/sdbb
tune2fs 1.42.9 (28-Dec-2013)

Filesystem volume name: <none>

Maximum mount count: -1

6.5.13 xfs_repair DEITICDWT

xfs ZHEHALUTWETAAZVY—RA/IT—FTAAIZVY—=AINAT VY RF 4 A7V — ADTEWHERFIZ, xfs 12
B aEERayy -t hINb8E61%, xfs_repair 2T UTTI 7 A INVY AT LEBET LI L 2HfEL

E S

xfs_repiar &, A RDOFIHTHEITLUTLZI W,

1L VY =ZADEREL TR & 2B L T EZI W, HEL TWB5E13. Cluster WebUI 72 & CTIEE MR

R&l

LT3,

2. TNAAREZAATRIZUET,

(T4 A2 VY —ZDH) 731 2470 [dev/sdbl TdH 5554

(

N TVY RF4 A2 VY —=ZADH)) VY — 245 hdl DA

# clproset -w —-d /dev/sdbl

/dev/sdbl : success

IT—=FT A4 AT V)Y —=ADH) VYV —ALH mdl DFE

# clpmdctrl --active —-nomount mdl

<mdl@serverl>: active successfully
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# clphdctrl --active -nomount hdl

<hdl@serverl>: active successfully

3. FANAAEYYY NLUET,

(T4 A7) —=2DH) FNA 24D [devisdbl TH B854

# mount /dev/sdbl /mnt

(2F—FTAARATVYI=ANATIVYRTARAZIVY—=2ADH) 25 —=NX=F 42 aryTNAALN

/dev/INMP1 D54

# mount /dev/NMP1l /mnt

4. FNRA AT MLET,
# umount /mnt
FER: xfs_repair =T 4 VT 1ld, =T 1 Q72D 77ANVVATLERBETEEEA, Bl% 7Y
TS50, XTI LTT YYD Y NS AUERBEL LD T,
5. xfs_repair ZE{TL £ 7,
(T4 220V =DM TINA 24708 [devisdbl TH 255
# xfs_repair /dev/sdbl
(259 —FTAARZVI=AINATIVYRFT 4 AIZVY—=ZADH) I 5—=N=F 14 aryFNAALN
/dev/INMP1 D54
# xfs_repair /dev/NMP1
6. TNA A HEZIAAERIZLET,
(T4 A2 V)Y —=ZDH) TNA ZA4H [devisdbl T 5354
# clproset -o -d /dev/sdbl
/dev/sdbl : success
(2T7—=FT4 A2 VY —=ADH) VY —A%4H mdl DL
# clpmdctrl --deactive mdl
<mdl@serverl>: deactive successfully
N TVY RTF 4 A7) —=ADHN VY =245 hdl DGE
# clphdctrl --deactive hdl
<hdl@serverl>: deactive successfully
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PLET, xfs 774V AT LADBEITRT TT,

6.5.14 OJVINEFRKDOA vy z—2

O JWEAEF UGS, VY = NVIZBTDAYE—UNRRRINDEZRHD FTH, BETEIL
ho BZIZIEFEICNESINTVET, 2B, LFDOA vt —Iidiptables I~vY RBPHEHLTWBREDTH Y
CLUSTERPRO »5fllifi] 4% Z LI TE £ A,

hd#: bad special flag: 0x03
ip_tables: (C) 2000-2002 Netfilter core team

(hd# \Z1ZY — N BIZIEET 5 IDE O T8 A AD £)

kernel: Warning: /proc/ide/hd?/settings interface is obsolete, and will be

—removed soon!

6.5.15 IS—ERAD T A I A —NRPFEHICDNT

T=FTAARIVY=ARNA TV Yy RF 4 A2 VY —=ANI 7 —ERPORBORIIE, JEFEMIRED I
FAAIVY—=ARNA Ty RF4 A7 )Y =A% EETEEHA,

TR, BETA ATV —RAEBUL T A NVA =TIV —TOBEITE A,
IR, Tz ANA—ADBKAE LGS, A ROV —NADRHOREE AL TRV,
=Y —NP AT =NV —TADT ANV F =KL £T,

Fro, BE=R VY - ARFERBEFOBEFIZE T, NI TV Y RT A AT VY —=ADBFE LY =T —T
WDY—=NANT A VA =T BEEE, IV Y MEPBEET 7 =1 LA — NITERBL £T,

BB, BAIVI LTI oA NA—NFRBEFRREEFICI 7 —HRE T LA BT 5
ZeDHbET,

N

]

o MEIERERBEORYDI 7 — KT, MEREEFETCITI—HOT A AT EKMUHBORYID I T —iE
BRI, W S —MELRB b E T,

AR 7 —MEE Tk, I 7 —TEHERICEARY — M2 S, FERY — A MO IF—HT 1 A7~ T4
AZA7DaA¥— (I 7 —HE) PEIhbhEd,

COMMI—HE (2HI TR PRET LTI I —ANEHRFRIREICRS ETI, MHFERAD7
ANF=NPRERAND TN —TBE 2B Z bWt EE N,
IDTAAIDIAC—BFTT A NVA =R TN —TBEHZITI L, FERDIT—T 1+ AT BRELRR
REOFZETHBERTEELTLIV, RN —INTVWARVWT—=2REkbh/zD, 771V Y AT
DIZARBEDRFKELZD T HAHEELH D £7,
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6.5.16 VS RISy NI IV VUSRI vy NI T—N (ZS5—FT4RIYY—
A, NATYVYy RTF4RI)Y—2R)

RT—TAATYVI—=A, NA TV KT 4 2270 Y —ZH AR, 70— F1EEWLE A clpstdn 2% > R E 72
X Cluster WebUI 956 7 T ARV vy w NRDU Y JTARY Yy MRV Y T—=hEFEFLROVTLEIN,

TN — TIEMEE R Z 7V — TIERENTEE A, ZDEH, IT—=FA ATV —=A, N TVYy RKF 14 A7
VY = ZANREFEIZIEEIZR > TOWARWIREET OS 8V ¥y v XV INT, IT7—T LA IR ETLILHH
DE9,

6.5.17 BEY—1O vy oY, YT—F (ZT—FA4RIVYY—R, N TYy RF«
291)Y—2R)

I5-FTARIVY—=A NAT VY KT 4 220 Y —AFHIEIE, 2V — FiEMELE T2 clpdown O~ > R & 7=
iZ Cluster WebUI 253 —NDY v v hET Y vy hEU VY T—haA Y REFEFTLRVTLZI,

IV — TIEME I N — TREEDRTE LA, 20D, IT—FAAZVY—=A N TVY RF 1R
VY — AW ICHTEEIC R > TOWRVIRIEET OS AV v v b XTIV ENT, I 5T VA IMRKET LI LND
DET,

6.5.18 4 —ERELEN/ZFIEAR ) T MZDWT

initd BECTIEMUTOHAEIC, Y—C2ADOERIHZIEA ) T T I =PI ET, systemd BRETIET T —
LI EEA.

o 75 2 R REER
OS BHIKFIZ TR DY — VY ABEA Y ST —DHhEINET, 77 AXKEEPRKTHIINS
Io7—D-OMEIEH D FXEA,

— clusterpro_md

s UTFDHZEIZ, Y—ERADEILAZ Y T MR RIELIEE TETINET,
Y- RN LBEDOS vy FET Y
CLUSTERPRO DY — VY A& ML L7z, OS ¥ ¥ v b XU VRIZ CLUSTERPRO O Y — B ADVRIERR
I CEIEENET, OS ¥ v v b X v VRHZERN{L U 7z CLUSTERPRO D% — B ADUEIL I e\ Z &)Y
JRARCHREL T,
Cluster WebUL 7 5 FEF T2 T AR ¥y b X7 V%, clpstdn 2~¥ > N4 ¥ CLUSTERPRO ® a2~ > R
EHALTCDI I AXY vy MY VOBEEARELEF TELEINTEMED L A,
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6.5.19 ¥ —EREHRREICOWVNT

CLUSTERPRO D&Y —E 21k, EEFRORFH GHOEMUHOFIIZ L O RHEA22 256050 £7,

* clusterpro_evt
RARZY—=NPSDOY —NF v A XY — AORESIERE XV vu— R0 E RK 2 b AhbE E
T, YAZY = NADPEFHFADLGE, BELHLDRITRT UL, YAXT—NEIOMHTHLELEIX
FELUEHEA,

e clusterpro_nm

b b UEEH D £E A, EEBRUANICKT LET,

* clusterpro_trn

FIZfbab B UBIZH 0 $¥ A, BEBHUNICKTLET,

* clusterpro_ib

RIZfbab B UBIZH 0 $¥ A, BEBHDNICKTLET,

* clusterpro_api

RIZfEbab e UBIZH 0 $¥ A, BEBHUNICKTLET,

* clusterpro_md
T=TA4AIVY=RAE LK ENA TV Y T4 A7 )Y —ANRFHET 2HEDHA. AT — AN L
ER

—I =V VIPERHICEHTLI0ERE 1 MAbADEET, @EBRUNICKTLET,

M Ju

J1
i

* clusterpro
Rz bEHhEMUIIEH D ¥ A D, CLUSTERPRO DEENZ A2 2540 0 £9, @HEK
UNIZE T LET,

e clusterpro_webmgr

bbb BRI D 0 ¥ A, BRBEMUNIIKTLET,

e clusterpro_alertsync

b b ERMIZH 0 ¥ A, BHEBEMDNIZKTLET,

X 512, CLUSTERPRO ¥ —%E Vild#if4ld, 7 5 AXEHRMLELMHEEH D, T 74 MRETIE, 5 OO
LEDLELHD T,

ZHIZBELTIE TAYTFF U ATA R © HESFER] O 177 22 BEHRAPFRELREIZOWT] 283BLTL
S\,
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6.5.20 systemd BRIETD Y —ERRERERICOWVWT

systemd BRIE Tl systemetl I Y RIZ X34 —CADRER R L, EBOI I AXOREBLIE—HLRVEGEN
HvET,
2 5 A X DIRREDREZIZ X clpstat I~ > K, Cluster WebUI il L TL 72X\,

6.5.21 EXEC )YV —RTCHERATZRAIZY TN T 74ILIZDWVWT

EXEC VYV —ATHEHTEAI Y TN I 7 A IVIEE Y —NEDFRHDOT 4 L7 PV CHEINET,

/4> R b=V Rscripts/ 7 I —TZIEXEC ') V) — A %/

I AREREFERIC NROEFE 2T - 7258, BHEAOAZ ) TN T 7 A IVIEY =N ELSITHIBRINETA,
e EXEC YV —ZZ&HIkR L7z85E% EXEC V) Y — A% 2 EH U754
* EXEC VYV —ADFiET 27NV —T2HIR U= GHP N — T2 EEH L 256

BEITDAZY TR 7 7 AIIVPRBRELWNESIZ, HIRLTHMED L TR A,

6.5.22 EMMFEREEDE=Y Y —RIZDWVT

TEVEREERREDE =R Y Y — A0 —RHE 1L/ IX TR OHIRFEHELEH Y £,

e EZ XYY —AD—RHEILE, BHENRY Y —A2BILIELGEEZRY Y - AT BIEREE LY £,
ZD7H, BEHEOBEMIITE XA,

e TR Y)Y — A% —HEIRE, BEHERY Y - A2 EIL/EE S GE. BANRY Y - A KE LR
AIVIT, BEoRY)Y — A2 L AEHP I NE T,

6.5.23 Cluster WebUIl icD\W\ T

o Bt LBETERVIREBTEMEZITS &, HIHPR-> T 2 £ LIS KIKHPRERGENH D £7,

e Proxy Y —N\Z&RHT 5541, Cluster WebUIl DR — M &S 2k TE % & 512, Proxy ¥ — D E %
LTL7ZEW,

* Reverse Proxy ¥ —N\%&#&EHT 3554, Cluster WebUL IXIEE ICEIEL 8 A,

*« CLUSTERPRO O 7 v 75— s 247 o724, L TWEETOT I VT2 —HKTLTLEE W,
TI5OFHOF Yy v ak2)T7UT, 7730 FR2EHL T LI,

s REF X DH L WA=V a VTS N2 7 AXERIERIZ. REETHHETSZ LIETEEHEA,
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e Web 75 HEKTTBL (74 Y RIT7L =20 [X]%)., HAXA TOIDRERINBGEERHD T,

CmAs—ThaERLETH

Web m—ThamA wiz—:
FREMOERERIIESZECNET.
& CMA—TSEE(L)

S ~S—ZCEBES(S)

BEZRBATT LA E [N—VICHE D] 2L TS 230,

e Web 75 U%%2 ) B—RTBE (A=a—0 [BHFOHEWICERR] Y =L AN—=0 [BREDR—Y 2 HitAA
A E), WRXA TR BRRRINDIGEDRDD T,

COR—THSERULETHV?

Web R—ThadAwtz—
FREOERERIHEEEINET.
& O—ThaEE(L)

P R—TICBF3B(5)

BEZRHATT D2HEF [XN—VITHE L] ZERNLTLZI W,

o FEIBIAR D Cluster WebUI DiFEEHIFRHIEIZ OWTIZEA Y FA v~ =a TV aZBLTLEX W,

6.5. CLUSTERPRO ;:ZF% 175



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

6.5.24 IZ—FTARI. NMTYYRTARI)Y—=RDN—FT 4> avH A4 XER

o  SEAZRPHIALAEBT, I5—N—F 4 avDOY A RAELHLULEWESIE. TAVFFVAHTA K] O TR
S O (IS5 —F A AZVY—ADN—F 4 avDA Ty YA X%2LETE] 2L TLE
I\,

6.5.25 H— XISV TOHRELHIZDWT

* Red Hat Enterprise Linux 6 2T, 27 7 A X DM L TWBRET, [H—F VXV TORKE]
(system-config-kdump) T kdump OF¥EA2ZHE LT [#HH] L5 dT2L. UFORBRTI—AvE—
UM BBENRH D T,

ZORRGEE—H, 77 AXDEIL (I7=FTA AT VY =APNAT VY FT4 A7)V —Z&HHL
TVWAHAIZIE, ZI7ARDFILEIT—Z—V Y bDEIL) 2BIRo2THS, I—F VXV TOHRE
ERITLTLEIN,

X TFRLD { RS 4 /13%) OIS IE, clpka, clpkhb, liscal DWW TN D £9,

No module {RZ4/3%} found for kernel {(A—FRI/IN—T 3V}, aborting

6.5.26 JO—F 47 IP, RIEEIP )Y —RIZTDWT

e 7B —FT 4 VI IPVYV—RFHIIMEHIP VY —RAEHRELTWBIEESE, ThHD) Y —ADEEHELTWS
P—=NTE Y N = HEMIEFTLURVWTLEI Y, 2y VY= 2HEHTEEEY Y —-AZE>TE
MENZIP 7 FLUABHIBRENE T,

6.5.27 YATFTLE=ZFVY—R, TOCVRNY—REZFYY—RIZDVT

o MENBOEEIZIEZ I FARXRYARY RE2TH5RBERHH T,
e EZXRV Y —ADBIEEEIZIIMNBLTVWERA,

o BIfEFFIZ OS O HMN/IZ 2 ZE L7254, 10 DRRTIT > TOWABITLE O R 1 2 v IR EMN/RZIZEHE
DEAO—EZIFTNTLEVET, UFDESRIENEAT LD, BEIZGLUTIZIARXDYARY
K )Ya—LxiToTLEEWN,

- BEC U THRINT 2R\ 2 ®ETH, REREPITDOE N,
- HE L UTHRIES 2 RBRHATIC. REREMTDNS,

- VATLEZRVY —ADT A AT )Y — AEBERECHFICERTEI2RROT 1 A7k 64 &
Tj—o

176 5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

6.5.28 JVM E=4 1)V —RICDWT
o BEHUNRD Java VM & BEEITAGEIE I FARXY ARV R B, 75 AXEILEE{T5 2812175 TK
72X\,
o RENBOLEHEEIZIZZ FAZRYARY K& HHET,

s EZX VYV -ADBEEESITIINBLTVWER A,

6.5.29 HTTP €E=4% 1)V —XICDWT
e HTTP €E=X ) YV —ATIEUTWTNDD OpenSSL OIEEF 1 77V DY RY v 7Y v I 2FALTY
ES
— libssl.so
— libssl.so.1.1 (OpenSSL 1.1.1 DLEHZ 175 V)
— libssl.s0.10 (OpenSSL 1.0 iEZ 1 77 V)

— libssl.s0.6 (OpenSSL 0.9 DIEZ 1 77 V)

OSDOTF4 ANV Ea—YarvenNn—=yay, BIUORNYTr—In0A4 VAN =VRIIZE>TlE, EEOY
VRV IV IDBEFELBRWGERH D £7,

HTTP =& VY —ATlE, FEHOY YRV v 27 ) v I2REDIFSNRWESIE. UTO LSBT 5 — 7%
ELET,

Detected an error in monitoring <Monitor Resource Name>. (1 :Can not found
—~library. (libpath=libssl.so, errno=2))

ZDd, EIHOT T —2FELZBEIEX. fust/lib F 721X fust/lib6d Bl R 22 EFEOY YR v 7Y v o
PEIEL TV B DR Z BV L 7,

o, EEOYYRY v IV VIPFHELBEWGEK, FHOIAI Y RloL Sz yR) vy sy v
libssl.so ZERIEE £ 5 LS BFHWL £7°,

6.5. CLUSTERPRO ;:ZF% 177



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

av Y K§l
cd /usr/libé64 # Jusr/lib64 ~TBE
In -s libssl.so.1.0.le libssl.so # UVRY YO DER

6.5.30 AWS IRIRICHITE AMI D) X h7ICDWT

o AWS fRAEIP VY — A% AWS ElasticIP V)V —ZA® AWS £ /7 > X ) IP VY —Z®D [ENIID] i2 751 <)
IV RT =04V R =Tz A ADENIID 2&%ELTWAEA, AMIZERSD Y Ak THHZIZ, AWS 1)
FIP VY —Z% AWS ElasticIP VY — 2R AWS £ H VXV IP VY —ADXRELZLEH T ERHEDNDH Y £
T, BB, A VEV XY NI =4V R —T 24 ADENIID 2% ELTWAEE, AMIZZ2EDRS5DY A
NTHHZIXT Xy FIT7 Ry FUBEIZ X > TH— ENLID OF] EfEE DA 5E 472, AWS KR IP VU YV — A%
AWS ElasticIP ) YV — A% AWS £ H > XV IP VY — ADEHFEIIAETT,

178

5 6 E IEHIREIR




CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

6.6 CLUSTERPRO MDA BB

75 ARE UTCHMZRBLUZRICHEELE T 2581 ETL2HRLTHEL THELWHIETY,

6.6.1 ZIL—7HBETO/F 1 DHEfRIL—ILICDWT

HfL— NV OPEL 2 ZE L7256, 727 ARXRTF ARV N, VVa— LAk EEAKMEINET,

HEftEVEDY [78 Rkt (ICBE SN TV EAHHIL — VT, iz iC N R D 7V — T 2B L 7258, Y ARV R
HiD 7V — T DREFPRIEIZ & 0 5B RHHD 70V — THE —5 — N L THEEEF L 7RBIZR S 20D D £,
R 7 )V — TEERD S E L s Thih s & 5122 b £9,

6.6.2 )V —270/1F 1 DIKEFEFRICOVT

VY — ADWMEEREEBELZGA, 2 AXYARY R, VYVa—AIZX 0 EERKMRESNET,

VY — 2GR K GEE LT Y — AL BERFELFEE UGG, )V Ya—LB0Y) Y —A0RH
IREEDPMRFERZZB L2 DIZR > TOWRWEARH D £7,

REZ ) — TRERGD 5 1E LU AKFEEROHIEIThNS L5122 £9,

6.6.3 T4 RITYY—ADHIKRIZCDWT

TAAINY —A%HIRU 7256, 34T N1 AN Read Only £725 2 WH D £,

clproset 2% ¥ R&M#HL T4 7 /31 A% Read Write DIREEIZ L TL 723\,

6.6. CLUSTERPRO DM Z H iy 179



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

6.6.4 AWMELEE=5 )Y —RADI 7 RAIHEHERDEEICDWT

TRV Y —ADT T ARREHEROBEEZLELGE, YARVE - YV Va—A2ETLTHANEEE =X
)YV =213 7 T ARMFHEROFBEP KM I NERFA, MBEEE=X) Y —RIZH 7 T AXKEEHERDHE %
KX 3541, OS OFEFZ{T->TLEI W,

6.6.5 R— FESDERICDWT

Y—NDOT7 74T Tr—IVEENILTED, "= NEBELEBULZGE, 7747 74— IVOREDEEDI L
TWTY, clpfwetrl AV FTTI 7 ATV A —VOREEITIZENTEET, FME TV 77 LV AHA R -
[CLUSTERPRO I~ Y FU T 7L VA] - [ 77477+ —=)VOHAIZENT 5 (clpfwetrl I~ > RN)] 2B L
TLEZW,

180 5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

6.7 CLUSTERPRO X—> 3 v 7 v 7B

25 ARE UCEMZRIBUZIZ CLUSTERPRO 2 N—Ya v 7y 7 (Ty 77V —RERE 7y 75— M T
HBIZEMEUTHEZWHIHTY,

6.7.1 HEEEXE—&

BEN—Va VTERINZBEREICOWT, UTFICRLET,
MER/A— 3 ¥ 4.0.0-1

o I — LIz DWT

BERE DEELY — )L % Cluster WebUL IZZ B L % U7z, kD WebManager % ZFIH D354 1%, http://4 B
TN—TDEMMIP 7 N L A F 721k CLUSTERPRO Server %1 Y A h— )L U7z —NDFEIP 7 KL AR —
%5 (BEEMH 29003)/main.htm % Web 77 I EL TL ZE W,

¢ IT—FTHATVY—=AINATIVYRT 4 A2 )Y —=RIZDWNWT

A\

SARN—FT 4 aVvOREY A XA IGIB L% >TWET, 7w 77 L — RKZIE, +o%a3 1 XD
TARN=F 4 ¥ a vERERINIIIERLEI W,

MEB/N—2 3 4.1.0-1

o BEY —IZDWVWT
BEE DFETE Y — L% Cluster WebUIL (228 U % U7z, Cluster WebUI IZ £k 22 5 A X DEIE L % E % 1]
BEIZU E U7z,

o 7 ARKREHEHERINBEBE I DWW T
7 7 A ZAREHE BRI £ 0. BEEMEOEETIEFMEHEIR 7 7 1 V231 VA b — AN AB T IS 1
9, TAAVKBROWMEFETHEMER 7 7 1 VEMREFEL 72 BRWIERIX. 7 5 A XHEHEBREREEEE 2 A

TIZLUTL I, AEREOZREMHEIZOVWTIE TV 77 LV AHA KL O 135 X—R20#MI 28R LT
X\,

e EFME—RDIS—FA AT VY —=ZAINA TV RFL A7)V —ZIZDNWT

FEFME— N Tk, REF2 RN ZHED
—BIzEEH T ISR E L,
Z DRSRERRALIZAE W, AT OREM[D AN BRBETT,

]

T—TUARELET, BN DEEET 7 ALE LT

- BEZ7ANVKEMNT LT N Y

- BT 7 1Y 1 XHIER

6.7. CLUSTERPRO "\—> 3> 7 v 7 181



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

X7 v I TF— FPEARRINSDBEMIZEA L R>TWET, ZOEE. TBREZ 7 A VKT L2 MY
1 CLUSTERPRO # 1 Y A b =N LT a L2 bY, TEET 714 VY1 ZHIPR] IZHEHIRE & U THD S
9,

ARBEMIZOVWTIE TV 77 LY AHARI O [Z V=TV Y —2ADFHM]. [35—F 4 A2 )Y —2 %8
R 5] 2ZBUTLEZIW,
e VATLE=ZZRYY—ARIZDOWNWT
VATLEZZRY Y —ANTHFEL Tz [System Resource Agent 71 ¥ AFE | WOEHFHE=X
Y—22 UTHEEL £ U7z, [System Resource Agent 7’1t A#%E ] TEMHAREZIT> TWEHAE. AEMH
DOFRENIT L0 FET, Ty T TF— M EBAEHEMRET 2581, 7y 77— MRICHHIZ o v R Y
V—RAEZR Y)Y —ARERKL, BEEERZIT->TLEIY, 702 AV Y —REZX ) Y — ADEHERE
DT TV 77 L VAHA R O [E=ZR V)Y —ZADFMI. (70w AV Y —ZE=X) Y — A& HFET
5] ZBBRLTLEXW,
RER/N—2 3 > 4.2.0-1

e AWSAZ E=ZX VY —AIZD\WT
AWS CLI % {fi > THUS T & % AZ OIRFEDS available D54 IZIEH,, information X impaired D35 & 13

%, unavailable D5 EITRFEICEE LU £ U7z, LAATIZ AWS CLI Z{fi > THUS T & 2 AZ DIREED available
DA DGE, BET U,

RER/N— 3> 4.3.0-1

e WebLogic E=X U Y —AIZDW\WT
BrUWEARLA & UTREST APL 2 B/IL £ U7z, A=Y a3 > 5 1& REST APL 23 B85 XD BEE fiF &
BOES, N=Var7y THHCBERGTRAOEREZT o T EEW,
NAT— ROBEEHEEZZEELE Uz, METOEMTH % weblogic ZHHL TWAHARBELEL TL
ZEW,

PER/N— a ¥ 5.0.0-1

o RS LEERE B L UHREEILEA 2 ) T iz oWnWT
REEDREIZIL U@ omElE k) Y —A ULThlfrEhE L7,
N—= 3 v7 v FTHNCHRE X N RS T OB L2 2 ) 7 M3 ES L 20 £ 0T, Ml
VY —ALUTHRELVELTLEZIWN,
RER/N— 3 >~ 5.1.0-1

o AWS A IP UV YV — AIZDW\WT
Python 2L o722 LIZX D NRTA—XR-HWEFL TWVET,

182 5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

6.7.2 HEEHIFR—&

HBEN—=Ya v THIRE NZBREIC DWW T, INITRLUE T,

BE:
HN=TYavhe7y 77— N385, SUTNZEH H 2HE ST CTHEEHRZESH T 28ERHD
Ec

Ty T V—RFEIEZ (71.1. X334xD5 X5 1 ~DOF v T L—R] 2R, S0 OERITFIECH 5 X
1IVITEBLTLIEZ N,

MEB/N—2 3 > 4.0.0-1

11 papl]
WebManager Mobile
OracleAS €E=X 1)V —2A

HER/N—2 3 >~ 5.0.0-1

Hee pops
WebManager/Builder
COM N—hE—=—FY V=X

1. [Z25AZTunNTF4]-[F1vXRaAxT7 b ET
12BE, 24 TH[AHH] e RREEINTVWS
N—FE—=FIF Z2HIBRLTL I,

RV IN—=T2EAE [RA VIS AXH
R~ v N —F DOREBIER) IBITTEEHA,
B> — R

RV VE=ZR) Y — R

BMC L EERERE
1. BhEd AT =Y Y — 25 IR LT
I,

RDR—TI R <

6.7. CLUSTERPRO "\—> 3> 7 v 7 183



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

xR 6.19-FIOR—IUDLDHEE

HeE

popis

High-End Server Option
o [a|#HE)/F 10 Fencing (High-End Server Op-
tion) |
o B A% Tipmi(High-End Server Option) |
* BMC £E=%YV—2A
* Oracle Clusterware AHIEHE=X 1) YV — 2

High-End Server Option O 88 % i F U 7= # Bl 1%
WM TE XA,

CPU 7 n vy Ziilffla~> K
(clpcpufreq I < > K)

VY —AfiHETHaY VR

(clpprer I >V I)

EBIRKID 7 2T Aa<w R

(clpledctrl 2<% > )

7 I ARMEEERITS > AR

(clptrnreq 2<% >~ K)

BMC &z ZEH$ 237w R

(clpbmcenf 2% > R)

T4 A2 1O FHZET N1 A

DISK /»— b ¥'— b RAW T34

ROR—T i<

184

5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

xR 6.19-FIOR—IUDLDHEE

A—FIVE—FLAN N—FE—=FY V=2
D—PEME=X) Y — A - BERGE
(keepalive)

keepalive ) & k

keepalive /3= 7

HRE opUl
IBM POWER, IBM POWER LE i#3fJ/5 LT\ £+
IBM POWER TIHLATOHRESFATEXEA. | A

NAS VY —2A

1. V=710 —ZDEFMBRIZNAS VY — 2

ZEANCEEE L TWB GG, LICKFERFRD
REZHIRL 9,
NAS VY — ZA 2 REBRICREL TWE S
N—TYY=Z2IZDOWT, [YY—ADTrN
T 4] - MEKAFBMR] 2 7RI E. NAS VY — 2R
ZERNURET [HIFR] K& 220w oL
HAFT BV Y —ADPGHIFRL T ZI W,

2. NAS VYV —ZZHIFRL T ZE W0,

O — KNS o d i he
JVM £=& VYV —X)

Sybase E=X% 1Y —2A

Sybase OISz HlHTHa~ 2 R

(clpsybasestill 2% > K)

RDOR—T =<

6.7. CLUSTERPRO "\—> 3> 7 v 7

185



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

R 6.19-FIOR—IUDSDHEE

HeE

popis

VXVM HEERERE
TAATNVY =R -FT 1 A7 XA T (VXVM)
ARV a2a—ALYF—=VY VY —=Z-KYa—A
3=V ¥ (VXVM)
TAAZEZRY Y — A - ERF1E (READ
(VXVM))
RV a—ALIFx—VY¥E=RYY—A- K
Ja—Avi—Y¥v (VXVM)

VXVM RS RE 2 FIFH U 72 B I8 IT & £

A,

6.7.3 NS X —SHIR—F

Cluster WebUl THEFREILNTA—Z D5 H, £ENA—Va VTHIRENZHDIZOWT, LFDORIRL X T,

HEB/N—2 3 > 4.0.0-1

ISRY
INTA—% BEEfE
VS 2DTONRT 4«
TS—h—ERYT
x 7
o 77— MERKREEEHT S
WebManager ¥ 7'
x 7

» WebManager Mobile Dt % #F Al 5

WebManager Mobile Fi/S 27 — R

o BAEHSZAT — R

. BIASAT— R

JVM =41V —2X

186

5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

INTA—4

JVM =4 Yy —2070/857 4«

ER(ER) 47

AEY X7 ([JVM FE3I] 12 [Oracle Java] ZHUR)

o AEAEY HHEZEHT D

2048 [MB]

A€V X T ([JVM ] 1 [Oracle JRockit] 3ZEHURE)

o AEAE Y HIHEZEHT D

2048 [MB]

AE Y X7 ([JVM FEH] 12 [Oracle Java(usage monitoring)] 3R )

o AEAEY HIHEZEHT D

2048 [MB]

RNE/N—2 3~ 4.1.0-1

ISRY

NTA—%4

JSRIDTANT 4

WebManager ¥ 7'

WebManager 8% 71135 1

Ex 7

e 7I—bba—THRRLVI—FH

300

c VATV NT — XEH Sk

Real Time

MEB/N—2 3 ¥ 5.0.0-1

TISR%

NS A—%4

PSR DTANT 4

AvyAxI YT

RDR—IIH L

6.7. CLUSTERPRO "\—> 3> 7 v 7

187



CLUSTERPRO X 5.1 for Linux
RE—=KNTyTHAR, V)= 1

R 6.23-FIOR—IUDNSDHEE

NS A—%4

[¥—/3] %1 COM T /31 A

DISK N"— b ¥ —= DT BT 4

Raw T/ &

7Z—hY—ERST

o ERID T v THEEE T S

* 7

e ERID SV TEBa~ YR

o VR —IN)L

RS 7

o AR~ > vl ke AR~ 2 VLY — )L

vCenter

o (AR~ > vEHEILRE a2 R

/usr/lib/vmware-

vcli/apps/vm/vmcontrol.pl

x 7
o BREHEIERAZ Y TN EMHHT S
H—nRO7anRFT 4
BHRS 7
x 7
o [REE<T TV
vSphere
o FHEH
BMC %7

e MEIEIFOY Y RTA V

;ka)/\o_g‘:“jt <

188

5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

R 6.23-FIOR—IUDNSDHEE
NIA—4 ELE1E

o BIKID 77 s /AT

BMC (High-End Server Option) ¥ 7

cIPTFLA

FTARVIVOBE YT

I/F 3B g
* UF &5 GBhn, HIkR)
o« FNA A (Fi)
PCI 20 ~EfZE (High-End Server Option) ¥ 7'
* 7
e PCILAuv h 1-PCI A11v b 16
RER/N—2 3 > 5.0.2-1
TT—FT4RIYY—2R
IRTA—4H B (&
TT—FT4RYYY—=207ANRT 4
iy 7
2T—FAAT VY —APETaNT ¢
=# SSD % 7
* 7
« FRN—F 43y
* 7
e VI ARN—T 43V

NTYy RF4RIYY—2R

6.7. CLUSTERPRO "\—> 3> 7 v 7 189



CLUSTERPRO X 5.1 for Linux
RE—=KNTyTHAR, V)= 1

NIA—Y BEEfE
NATYY RFTA RV Y)Y —2070O1RF 1
My T
NA TV RF 4 AT )Y —AFHET a5 4
& SSD & 7
x 7

« F—RN—F4vav

x7
« USARA—F 1V aY
REF/N— 37 5.1.0-1
REIPYY—2R
IRTA—% BLE &
REIPYY—D7O/NRFT 4
My T
{RAEIP V) Y — AL T8 F «
RIP & 7

« %2 ANKYFIPT RLZ

6.7.4 BIEEXE—&
Cluster WebUI TEREAREL/NT A —Z DS L, ZENN—Va Vv THEMEPEEINAZHLDIZDOWVWT, I FOERIZER
LET,

e N=Varv7yTHL [EHEFTOBEM] DREEZMELZWIEEIE, N—=Yar Ty TRIZEDTEDHE
ICHZELTLEE WY,

o [BEMOBEEME] DADMEEZEL TWEGE, N—Ya v 7y 78BS T NUUMOREMAWERINE T,
HREDOKLEIH D £EA,

MEB/N—2 3 > 4.0.0-1

IIR%Y

190 5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

INTA—4 EHEFIOBEE EHREZEOBEE
JZ229DTONRT 41
BERy T
softdog keepalive
o BERIAIE
JVM ER4 T
7 [MB] 16 [MB]
e lxKJavabt — 7Y A X
Exec )V —2X
INTA—4 EHEFIOBEE EHREZEOBEE
Exec YV —Z2D70O/F 1
KkEERY 7
o BEE DRAFREMRIZHE D * v * v

-T7H—=TA VTP VY —R
AR TP Y Y — A

ST ARV =R
SIT—TARIY Y =R
N4 TV KT 4 A7
V=R

-NAS VYV —2A

- XA FIv I DNS YUY —A
B VISRV SRR
V=R

- AWS ElasticIP V) ¥V — &
-AWS fRAETP ) VYV — R
-Azure 7O —7R—hH
V=2

-7H—=T4 VTP Y)Y —R
-REIP Y Y — 2R
STARTY Y=
SIT—TARTY Y =R
-NA TV KT A7
V=2

-NAS VY —2A

- XA FIv I DNS YUY —A
-hRYa—ALvr—Yx
V=2

- AWS ElasticIP V) ¥V — &
-AWS A TP VY —
-AWSDNS VYV —2A
-Azure 7O0—7HK—H
V=2

- Azure DNS VYV — X

FTARTYY—2R

6.7. CLUSTERPRO "\—2 3

vy T

191



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

RS A—% ZEAOHEE TEREDOHEE
TARIYY—=207O/1RT 4
KERERY 7
o BEE OWAFBIRIZHE S * v * v
-7a—F4 V7 IPYY—R -7a—F4 VI IPYY—R
-EEIP YUY — A -RAEIP Y Y — A

- X4+ 3Iv I DNSYY—2R - X1+ 3Iv I DNSYY—2R

-RYa—LbLvr—=Yr Y -RVa—Avx—Uv Y

V= V=

- AWS Elastic IP V ¥V — A - AWS Elastic IP V ¥V — A

- AWS AR TP Y YV — A - AWS A2 TIP Y YV — A

-Azure 70— 7 HR—1Y -AWSDNS VYV —2Z

V=2 -Azure 7O —7K—HV
V=

-Azure DNS VYV — &

iy 7
FARYYY—RFARBRTON
5 4
XUV NRT
60 [#] 180 [#]
e XA LT T b
xfs_repair X 7 ([7 7 1 V¥ A
F LT [xfs] BN
I x 7
» Mount D xfs_repair
T ayv
FIT7T 5
NAS UV —2R
NTA—4 EHERIDEEE THEEZEDEEE
NAS VY —2070O/85 «
kEERY T

;k@/\o_y‘::\i <

192 5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

& 6.30 —RIDR—IUDLDHEE

INTA—4 ZEAIDRE®E EHEEDRE®E
o BEEDERAFBIRICHE S * v * v
-7u—F4 7 IPYY—A -7u—F4 7PV Y —A
-RARTP Y Y — A -RARTP Y Y — A
-X14F3Iv I DNSYUY—2R -X14F3Iv I DNSYUY—2R
- AWS ElasticIP V ¥V — & - AWS ElasticIP V ¥V — &
-AWS fREETIP VY — -AWS fREETIP VY —
-Azure 7O0—7RK—H -AWSDNS VYV —2A
YV —A -Azure 7B —7H—HKY
V=R
- Azure DNS VYV — X

INTA—% EEAIDOEEME EHEEZOBE®E
I5—TA4RYNVY—RDTO
AL (
KERRY 7
o WERE DIRIFBIFRIZHE S *x v F v
-78—=T4VIIPVY—A | -TEH—FTAYIIPYY—2A
-EEIP Y Y — A AR TP Y Y — A
- AWS ElasticIP V) V/ — A - AWS ElasticIP V) ¥/ — A
-AWS {RFETIP VY — A -AWS fRAETIP ) VYV — R
-Azure 7u—7HR—F VY -AWSDNS VYV —2A
V=2 -Azure 7O —7K—HKV
V=
-Azure DNS V V/ — X
FHils 7
TI-FARVYY AT
a7 4
xfs_repair X 7 ([7 7 1 V¥ A
T L] 1T [xfs] IR

RDR—I i <

6.7. CLUSTERPRO "\—> 3> 7 v 7 193



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

£ 6.31 —RIOR—IU D LDHEE

NS A—%4

EEADEEME

» Mount ZfR; D xfs_repair
T ayv

EXFRRS

g

NATYy RF4RIYY—=2R

INTA—4

NATYYy RF4RIYY—2R
O WARVAG P

&EFRRY 7

o BEE DHAFBIFRIHRE S

x v
-7u—=F4 Y7 IPYY—A
-AETP Y Y — R

- AWS ElasticIP VYV — A&
-AWS fREETP VY — X
-Azure 7O0—7HK—H)
V=2

7V

-7u—=F4 7 IPYY—A
-AETP Y Y — R

- AWS ElasticIP VYV — A&
-AWS AR TP UV — A
-AWSDNS VYV —2A
-Azure 7O —7K—-H

V=2

- Azure DNS J V — &

2R

NATYVYy RF4RIYY—2R
REIO/T 4

xfs_repair X 7 ([7 7 1)V A
T LT [xfs] FEINEF)

» Mount 2D xfs_repair
T ayv

E195

7

R)a—L3x—Yv)VY—2

194

5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

NS A—% EEAIOBEME EHEZOBE®E
RYa1—bLxx—Vv)Y—2R
DFONRT 4
&ERERY 7
o BEEDERAFBIRICHE S x v x v
-7u—T4 VI IPYY—R -7u—T4 VI IPYY—R
-AETP Y Y — R -AETP Y Y — R
-XA4F3Iv I DNSYY—A -XA4F3Iv I DNSYY—A
- AWS ElasticIP V) YV — & - AWS ElasticIP V) YV — &
-AWS fREETP VY — -AWS fREETP VY —
-Azure 7O —7RK—-H -AWSDNS VYV —2A
J=A -Azure 70 —7FR— )
V=2
-Azure DNS V V — X

REIPE=4YY—2R

NTA—=4 EHRIDEEEE ETHEEDEEE
REIP E=%YY—2D70O
NT 4

BN (GE) 97

30 [#] 180 [#]
o XA LT
PID E=4YY—2X
RS A—4 TEFIOEEME THEEDOEEE
PID E=% YV —20 7O/
T4
BERR (@) v T
0 [#] 3[#]
o BLUIBHIARE S I

RDR—I i<

6.7. CLUSTERPRO "\—> 3> 7 v 7 195



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

R 6.35-RIOR—IUDNSDHEE

NIA—=% ZEADEEE ERFEORE®E
x7 iV
o XA LT Y MFBERIZY b
FA LR
i Fxv
o ZA LT U ML HE
e 2 T L3
A-—HEBHE=SYY—2R
NIA—=% EHEAIDBE®E EHEDBRE®E
1—HEFE=S YV —RDT
a/85 4
ERER YT
softdog keepalive
BT
NIC Link Up/Down €=% 1)V —2X
NFX—% EEAUORE®E EHEEFEDOEE
NIC Link Up/Down €E=% ')
Y—2Z2D7TORT 4
ER#HB) 47
60 [#] 180 [#]
e RALT T b
Z*7 g
o XA LT U MRERIZY b
P24
Zx7 Vg
o XA LT YU SFAERIZ[EE
e T LRV

5 6 E IEHIREIR




CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

ARP E=4% )Y —2R

INTA—4
ARP E=4# )Yy —220 7O
74

ERER) 47

EEAIOBREE EEEFEDOHREE

77 7V
o XA LT U MAERHIZY b
P l24%

*7 * v
o XA LT D NFEERZ [FIE
ez Er LR

4FTIvy I DNSE=S)Y—2

NS A—=% EEAIOEEE ZEEDBIEE

44+ 3Iv%- DNS E=%1Y)
V=20 70/18F «
BERR (HE) 97

100 [F] 180 [#]
o« RALT™H

TOEREE=ZFIYY—2R

INTA—%4
TOERAEEZS VY —RADTS
a7 4

R (@) 97

0[] 3%
o BidiBRIa A B IR

7 F v
o XA LT Y MFERIZY B
Pl 2A4%

RDR—=T IR L

6.7. CLUSTERPRO "\—> 3> 7 v 7 197



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

R 640 —RIOR—IUDSDHEE

RS x—4 EHERIOBEEE EEBROEEME

x7 xrv
o XA LT Y NFRERIZEE
BEEET LAV

DB2 €E=41)Y—2

RS X—4% EHAIOBREE TEEOEEME

DB2 E=4Yv—2070ON

T4

ERER) YT
ibmdb2 -

e NATJ— R

c T4 TTVINRA

/opt/IBM/db2/V8.2/
lib/libdb2.so

/opt/ibm/db2/V11.1/
1ib64/1libdb2.so

MySQL =% 1)V —2

NI A—% EHEAIDBRE®E EREDBRE®E
MySQL £E=4% Y v—2070O
AV
ERER Y7
MyISAM InnoDB
s Ablb—vZUTV
/usr/lib/mysql/ /usr/1lib64/mysqgl/
« T4 TTYINA libmysglclient.so.15 libmysglclient.so.20

Oracle E=% )YV —2X

NS A—=%4

Oracle E=% )YV —2M 70O

NT 4

RDR—I i<

198

5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

R 643 -FIOR—IUDNSDHEE

IRTA—=% EHEAIOBEME EHREZEDOHEME
ERER YT
change_on_install -
. /\OX 77‘—— F
/opt/app/oracle/ /u0l/app/oracle/

* TAT TV NRA

product/10.2.0/db_1/
lib/libclntsh.so0.10.1

product/12.2.0/
dbhome_1/1ib/
libclntsh.so.12.1

PostgreSQL £E=%' VYV —X

NRIA—% ZEAIDBIEE ERFEORE®E
PostgreSQL E=% ')V —X®D
PA=APar
ERER Y7
/usr/1lib/libpg.s0.3.0 /opt/PostgreSQL/10/

s T4 TTVINRA

lib/1libpg.s0.5.10

Tuxedo E=%') YV —2X

INTA—4

Tuxedo E=4% YV —20D 7O

INT 4

ER@ER) Y7

e T4 T T VNRA

/opt/bea/tuxedo8.1/
lib/libtux.so

/home/Oracle/tuxedo/
tuxedol2.1.3.0.0/1ib/

libtux.so

WebLogic E=4% YV —2X

NS A—%4

ZEADEEE

WebLogic E=% )Y —220D 7

mPAG

ER@ER) 47

;koJ/\o_g‘::\j‘l:; <

. CLUSTERPRO "—< 3

VT T

199



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

R 6.46 —FIOR—IUDSDHEE

INTX—% ZEADEEE ERFEORE®E
/opt/bea/ /home/Oracle/

s RAAVERET 71 L weblogic8l/samples/ product /Oracle_Home/
domains/examples/ user_projects/
setExamplesEnv.sh domains/base_domain/

bin/setDomainEnv.sh

JVME=41)V—2X

INTA—% THEHIOBEE ETHEZDOBE®E
JVM =4 ) vy—2070/
T4

EREE) 47

120 [F] 180 [#]
o« RA LT H

JA—FT4 VI IPEZ=Z4Y Y)Y —2R

INTA—% EHEAIOBERE EREHEDOBRE®E
70-74vJIP E=%Y
Y—2070a/1R5F 4
ER*HB) 47

60 [#] 180 [#]
« BALT TR

*7 EEs
© RALT Y MEERICY b
74 L&

*7 v

o XA LT U NFERIZINTE
Gl (e RN

AWS ElasticIP E=4 1V —2X

200 5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

IRTA—=4 EHEAIOBEME THEEZEDOBEME
AWS ElasticIP €E=% 1" vV —
ADTANRT 4

BER (B 57

100 [#] 180 [#
e XALT U b

77 bV
o XA LT U MEERIZY b
FAVZAIN

x7 x v
o XA LT D MFEERIZEIE
BE2 T LRV

AWS R IP E=4 YV —2R

NIA—% ZEHEAIOBRE®E EREDOBRE®E
AWS REIP E=4 YUY —2X
AR VAG Pt

R (LB 47

100 [F] 180 [#]
o« RALT™h

i bV
o XA LT U MFERITY B
FAVZAIN

* 7 7
o XA LT NFERIZE
F;EEFEFTF LR

AWSAZ E=%YY—2R

6.7. CLUSTERPRO "\—> 3> 7 v 7 201



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

RS A—4H ZTEA DO EE ETHEEDOEEE
AWS AZ E=9YY—RDT
a/85 4
BERE® YT
100 [F] 180 [#
« RALT I
* 7 F v
o RALT U NFAERIZY) b
F A L7
* 7 7
o RA LT U NFERIZEE
F;EEEFTF LR
Azure 7O—TJHR—KrE=ZH Y —2R
RS A—4H ETHEAIDOEEE THEEDOEEE
Azure 7O—JR—NEZ=4%)
V=20 70O/R5F 1
BERE® Y7
100 [F] 180 [#]
« RALT I
* 7 F v
o RALT Y NFAERIZY b
J A LW
x 7 7

o XA LT NFERIZE
F;EEFEFTF LR

Azure O— RNSUYREZYYY—2R

202

5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

INTA—4

Azure A— RNXSVRE=Z4Y)
V=20 70a/R57 1

BER GE) 97

e XALT U b

100 [#]

180 [#

o XA LT U MEERIZY b
FAVZAIN

7

o XA LT U b FARIZ[EIE
ez FIT L3

i

HER/N—2 3 > 4.1.0-1

ISRY

NTA—%4

EHEAIDBRE®E

JSRIDTANT 4

BERY T

AL AN N T

70— TITEVERLER I R L 72
BaDAEITT S

WEBN—2 3 4.2.0-1

AWS ElasticIP E=4% 1)V —2X

NS A—=%4

AWS ElasticIP E=4% 1) vV —
20 70/857 4

B ER) 97

e AWS CLI 2 <% v FIn&HE
195 s B 1

mIEEEZFEIT LR (BE2
FKRY D)

mEEEE2ET LR (BE%
FRLUEW)

6.7.

CLUSTERPRO \—Y 3 v 7 v 7B

203



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

AWS RIEIP E=4 )V —2R

INTX—4 ZHEAIDEEEE ETHEEBEDEEE
AWS R IP E=¥9 1Y —2R
DA VAG 2P

ERER) 47

mIEEEEFEIT LW (BEEz

mIEEEE T LW (BEEz

« AWS CLI a~ v FIGEHL | £RT D) FRL2W)
15 4c B B 1
AWS AZ E=4YY—2
RSA—% EHERIDREEE THEEDEEE
AWS AZ E=9YY—2DT
mPAG

ER@ER) 47

e AWS CLI I < v FISZEL
152 BUR; B 1

mIEEEZFEIT LR (BE2
K1Y D)

mIEEEZFEIT LR (BE2

FKRLUEW)

AWSDNS £E=4 1V —2X

INTA—=%4

AWSDNS E=4 YV —20D7

a7 4

ER@ER) Y7

e AWS CLI I v v FIG&HL
155 B s B 1

mIEEEZ FEIT LR (BE2
FKRY D)

mIEEEZ FEIT LR (BE2

FRLUEW)

RER/NN— 3 > 4.3.0-1

ISRY

204

5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

INTA—4

JSRIDTANT 4

fisRks 7

- FNETEIIE

3 [I=l]

o RAREEEKZ Y Y b
ERCLSIE

0[]

60 [47]

APL1 97

- g iR

HTTP

HTTPS

NFS €=4%1JV—2X

NS A—4

NFS E=-4Yv—2070/

F 1

B ER) 97

e NFS N—Va v

v2

v4

WebLogic €E=% ')V —2X

NTA—%4

EHEAIDBREE

WebLogic E=4 YV —2XD7

aO/85 4

ER@ER) 47

e NATJ— R

weblogic

=L

HER/N—2 3> 4.3.2-1

IS—FTA4RIYY—R

6.7. CLUSTERPRO "\—> 3> 7 v 7

205



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

T3 -FT4RYYY—207O

~
~o

Bl

AN

2R
-FTARVYY—RFAES
aO/85 4

>—%7

iz

o FI mkfs 2175

AWSDNS VvV —2X

INTA—4 EHEFIDREE EHEEZEDREE
AWSDNS Vv —z2p7an
T4

=20 R

o FEFEMERIIZY Y — AL a—
Kty b 2HIRT 5

HEB/N—2 3 >~ 5.0.0-1

ISR%

NTA—4 EHERIDBEEE ETHEZDEEE
JS29DOTANRT 4
By T

» SIGTERM % E#IZT 5

Exec YV —2X

NS A—4 EHERIDBEEE ETEZDEEE
Exec )Y —22D70O/8F «
kEERY T

RDR—TJ <

206 5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

& 6.65-RIDR—IUHLDHEE

NS A—%4

ZEAIOBEEE

o WEE DHAFBIFRIHRE S

F v

-7u—T4 VI IPYY—R
-fRETIP VY — 2
STAARTY Y=
-IT=TARTY Y=
SNATVY KT A7
V=2

- XA FIvIDNS YUY —A
ARV a—Lavix—Vv
V=2

- AWS ElasticIP V)V — &
-AWS R TP VY —
-AWSDNS VYV —2A
-Azure 7O0—7HK—H)
V=2

- Azure DNS VYV — A

F v
-70—=F4 YT IPY Y-
-fRETP VY — 2
STAARTY Y=
-IT=TARTY Y=
SNATVYy KT A7
V=2

- XA FIvIDNS YUY —A
ARV a—Lavix—VvY
V=2

- AWS ElasticIP V)V — &
-AWS A TP VY —
SAWS A VXY IP Y Y — R
-AWSDNS VYV —2A
-Azure 7H—THE—1Y
V—2A

- Azure DNS VY — A

FARIYY—2R

NS A—%4

ZHEAIOBEEE

FARIYY—2DTANRT 4

&EFRRY 7

RDR—T|2HE <

6.7. CLUSTERPRO "\—2 3

vy T

207



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

& 6.66 —FIOR—IDLDHEE

NS A—4 EHERIDBEEE ETEZEDEEE
o BEE DRAFRERIZHES x v x v
-7ua—54 V7PV —R -7ua—54 7PV —R
-FEIP Y Y —A -FEIP Y Y —A

“XA4FIVIDNSYY—A |-XA4FIv I DNS YUY —2

SRV a—Aavr—Yr -RY)a—ALvxr—=Yr
V=2 V=2

- AWS ElasticIP VYV — & - AWS ElasticIP V YV — A&
-AWS (AR TP UV — A -AWS (AR TIP UV — A
-AWSDNS VYV —2A SAWS AV XY IP Y Y — R
-Azure 7O —7RK—-H -AWSDNS VYV —2&

VA -Azure 7O0—7HK—K)

- Azure DNS VY — X V=2

-Azure DNS V V/ — A

NFA—4 ZEAIORE®E EEEFEDOHRE®E

I5—T4RV)V—20DTO

INT A

&ERBRY T

o BERE DIRAFBIGRIZHE S *v * v
-JH—=T1 VTP YV —A -JH—=T1t VTP YV —A
-RAETP Y YV — A - AP Y Y — R
- AWS ElasticIP V) V/ — A - AWS ElasticIP V V/ — A
-AWS {REE TP ) YV — R -AWS {REE TP V) YV — R
-Azure 7O —7K—HV SAWS AV RYIP Y Y — A
y=A -Azure 7O —7K—hF VY
V=

NATYy RF4RIYY—2R

208 5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

NS A—% EEAIOBEME EHEZOBE®E

NTVy RT4RIY V=2

DFANRT 4

&ERERY 7

o BEEDERAFBIRICHE S x v v
-7u—=F4 7PV —A -7u—=F4 7 IPYY—A
-REP YUY —X -REP YUY —X
- AWS ElasticIP V YV — A& - AWS ElasticIP V ¥V — &
-AWS AR TP UV — A -AWS (AR TP UV — A
-Azure 7O0—7HK—H) SAWS AV XY IP Y Y — R
J=A -Azure 70 —7R—HV
V=2

Ra1—LIRx—Iv)VY—2R

NS A—=4 EEAIOBEME EREZOBE®E

R)a1—Lx—Yv V=2

DFaINT 4

&ERERS T

o BEEDRAFBIRICHE S * v * v
-7u—F4YIIPYY—RA | -THU—T4VITIPYV—R
-AETP Y Y — R -AETP Y Y — R
-XA4F3IvIDNSYY—A - X4+ 3Iv I DNSYUY—2A
- AWS Elastic IP V) ¥V — X - AWS Elastic IP V) ¥V — X
-AWS fRAETP VY — -AWS AP VY —
-AWSDNS VYV —2A SAWS A VXV IP Y Y — R
-Azure 7O0—7HR—H) -AWSDNS VYV —2Z
V= -Azure 7O0—7FK—H
-Azure DNS V V — X V=2
- Azure DNS VY — A

Y4FIv I DNSYY—2R

6.7. CLUSTERPRO "\—Y 3 v 7 v 7B 209



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

NS A—% EEAIOBEME EHEZOBE®E

Y4+3Iv 2V DNS )Y —R®D

pA=VA 1

&ERERY 7

o BEEDERAFBIRICHE S x v v
-7u—T4 VI IPYY—R -7u—T4 VI IPYY—R
-AETP Y Y — R -AETP Y Y — R
- AWS ElasticIP V YV — A& - AWS ElasticIP V ¥V — &
-AWS fREETP VY — X -AWS fREETP VY —
-Azure 7O0—7HK—H) -AWS AV XY IP Y Y —A
J=A -Azure 70 —7R—HV
V=R

MER/N—2 3 7 5.1.0-1

iy
NTA—=4 ZHEAIDBEEE TEEBEDOEEE
JSRIDTANT 4

WebManager ¥ 7'

7x 7 7
* Cluster WebUI O #:{F 1 &7
EHATS

6.7.5 NSA—IBEH—E

Cluster WebUI TEZEHRER/NTA—XD S L, ENXN—Va VTREEMMPEEINZEDIZOWT, LIFDORIC
R~RUZET,

HEB/N—2 3 ¥ 4.0.0-1

EHEAIDREBEF EEEZDOREEMN
[ AZDTaNRT 1 ]-[VAN) RT-[IKREL | [T AZDTaNRT 1 -[HEE X 7-[IokEf B
ElEESY) ]

RDR—T =<

210 5 6 E IEHIREIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

R 6.72—-FIOR—IUDSDHEE

EEAIDRE BT

EERDREBFT

[ AZDTaNRT 1]-[UHhNY) R T-[RKAHEL
FEEE D £y MT AR

[ FAZDTaRT « |-[HER R 7[R B
ey b9 5EH]

[Z5ARDTaNT «]-[V AN X T-[BEREE -
Btk # AT 5]

[2 5 A&DTaRT 1 |-[HEER X 7]- (5@ B EE
AT 5]

[2 T ARDTaNRT ][V AN X T]-[5hREE E
ToYav]

[2 5 ARDTENT 1 -[$h3R & 7)-(REE LT 2
va V]

[Z75ARDTaNT 1]-[V) RN X T]-[REHE -
RA LT TN

[2FAXRDTaNT 1 |-[HE5E & 7]-[EHHE 1k X A
LTI

[ZFARDTUNRT 4 ][V AN R T [fik~ >
> RS R EE ]

[Z75AZDTaNT 1 -[#EE X 7]-[{H8~ & Vil
HlE k3 E ]

[T AZDTaNT 1]-[VHNY R T]-[EGE R
A7) T NEETT D]

(27 AZDTaNT 1 -[Hhk & 7-[E@ 1k A 2
V7 EFTT D]

[ZFAZDTaNRT 1]-[UANYRT- [
HEREIT 5]

[T AZRDTaNT ¢ |-[HEEE R T [X Y v HE)
EHE3 5]

(27 AZDTaNT 1 -[Hh X 7[> b, T
VWY av v R

[ AZDTaNT 1 -[HEEX T-[x 7> b, T
v v havwy REHMiT 5]

[Z2FAZDTaRT - [VANYRT-[E=XY
Y — A RE RO REEEE T 5]

[ZFAZDTaNRT 1 -[HERR 7-[2 7 AR EE
DN [E=X Y Y — 2D RE RO RIEEF]

[(ZNV—TDTanF 1 -[J@ERT]-[7 1 VA —
N HEAthE ]

[ZNV—THED Ta T 1] -[Hif & 7]

RER/N— 3 v 5.0.0-1

ZEHI DR E EFT

KRR DR EREFT

[2 5 AZDTaNT 1 ]-[Hhsk X 7-[iR i L pee
ZEMT 2]

[ AZRDTaNT1-[7 vy TR T[]
{EIk]-[2 1 7]

[25AZDTaNT 4 |-[HBER 7)-[REE 1T 2
va V]

[BMC & il{Z kD T a8 5 ¢ -[F ke 1L X 7[5
fiEIET 272 a V]

(25 AZDTaNT 1 -[fER R 7]-[REFE 1 X 1
LT 7T M

[BMC @ filfs ik 7 v 28 7 1 J-[5R il 5 1k & 7]-[58
FHE IR A LT D B

[ AZDTaNRT 1 -[HEER 7-[EE~ > Vil
S IEERE)- [T 27 > 3 V)

[vCenter &S (D 71 /8 F 1 -[# = 1L & T-
[k T 7> a V]

[T AZDTa/)NT 1 |-[HEEX 7-[fE~ > Vil
FHEIEFRE]-[R A LT T M

[vCenter 58 #4551k D 7 1 X F o J-[FR il 1E & T]-
BRI N ArA N

ROR—=T i<

6.7. CLUSTERPRO "\—> 3> 7 v 7

211



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

R 6.73-FIOR—IUDSDHEE

EEAIDRE BT

LEBDREEF

[T ARD T BT 1 -[HEER X TT-[REE~ > Vi
il (R EE ][ A b4

[vCenter {1k D 7 135 1 ]-[vCenter X 7]-
[F A F4]

(2 FAXRDTaNT 1 -[HEEE R 7]-[REE~ > Vi
Hl R E ][ — Y 4]

[vCenter & 45 1k 7 1 /%5 1 ]-[vCenter X 7]-
[—¥4]

[ AZDTaNRT 1 -[HEE R 7-[RE~ > Vi
il L3 E]-[S AT — K]

[vCenter {1k D 7 1 /35 1 ]-[vCenter X 7]-
[7S2A 7 — K]

[Y—D a7 1 ]-[BMC X 71]-[IP 7 N L A]

[BMC #lE LD T a ST - [H—N—Ex 7
J-IBMC ® AJ]-[IP 7 K L 2]

(=D T a5 1 ]-[BMC X 7]-[2—H4]

[BMC #HlZ kD T a5 4 - [ —N—E X T
J-[BMC ® AH]-[2—H4]

(=D T F 1 ]-[BMC R 7]-[)3AT — K]

[BMC @il D 7o X7 4 -[¥—N—Fix T
]-[BMC D AJJ-[/3 AT — K]

RER/N— 3V 5.1.0-1

ZEHI DR E BT

ZE % DREER

(29 ARDTONRT 4 -[EHR T [V AT LY
Y — 2]

[ AZDTaNT 1 -[EeHEHRX 7- [V AT 4
)Y — 2R EEHR]

[Z25AZRDTANRT A [3F5—T—Yz Vb RT
J-[ifiaT I % SR 2]

(29 AZDT BT 1« LI E TS 7 —
i

(2 FAXRDTaNT 1 -HEERE R T1-[27 T A & &
TR

(27 AZDTaNT 1 -[MEtfEHRx 71-[2 7 A%
MaHE ]

212

5 6 E IEHIREIR




213

BT7TE
7y T L—RFR
ATl CLUSTERPRO ©O7 v 75— MFRIEHIZDWTHIHL £7,

ARETHIT HHEIZLATO®@ED T,

e 7.1. CLUSTERPROX ®7 v 75 L — RFI&



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

7.1 CLUSTERPRO X 7 v 77 L — RFIE

7.1.1 X3.3/4x 15 X511 ~DF7 v T L—R

9. UTOEEFEE THRIZI W,

o K7 w72 — RFJEIZ CLUSTERPRO X 3.3 for Linux ®NE/N— 3 > 3.3.5-1 Bl L 0 AJgE T,

o CLUSTERPRO X 4.2 for Linux EAf%, CLUSTERPRO 234 3R — FHEMEIME N E L7, CLUSTER-
PRO X 4.1 for Linux ARG N—=2a v o7 v 77— R 5546, HEIBELZR—- I FSIZT 7R
TE5E£51ZLTLEX\, CLUSTERPRO 2MFEHT 2K — + &SI, [63.1. BER—+ES] 2&8RL
TLZE W,

¢ ST—FA ATV =AINATIVY RTFT A A7)V —=AZ2FHLTWBEE, Z2I7AXNA=F1avd
P4 XL LT 1024MiB LA EDFEIE DS BT D £9, /2, I T—FTAAZVY—=A/INA TV Y KT 4 A
VY —ZAD TN A —PRRELLD T,

¢ I5—FUAINVY=AINATIVYRTF4 AV —AZFHLTWBIGE, BHIZTF—XDONv 7T Y
TEWMBZ R WRUET, Nv o7y TEEIZOWTIE T4 VAN —LV&BFEHA K] O T8ffFzv 2
21751 @O I o7y THRIEZMHRTS]. NI 7y THRIEEZHERT S]] 22U TLIEI W,

e CLUSTERPRO Server i root T—HT7 v 75— hLTLEE N,

BE:

Fl—=AI Y —N=Va o7y 75— rFIHEIK [Ty 75— bFRIEE] 22RBLTLLEIW,

BAF. CLUSTERPRO X 3.3/4.x for Linux 2257 v 72 L — R 9§ 35E5DFIEIZDOWTHHL £,

L.

Ty 7T NERBBT RN, 7T AERTOET —ANORE, BLURY Y —ADRENEFIRETH
% Z & % Cluster WebUI, WebManager £721X3 <Y FORSMERL T I W,

2. I ARKENEHRENY 2T v T UK, 7T A XMEENE#IEAERRIZ Cluster WebUI, Builder TR

Mz, clpefetrl A< Y RTNAY 27w TREKTHILETEET, fFMIE TV 77 VUV AAA I ©
[CLUSTERPRO 2<% KU T 7LV RA]| - [ 75 ARERIERETE, 77 ARERIERNNY I T7v T, 75
AZEEERF = v 7 %2FFTT 5 (clpefetrl I~¥ Y RN)) - [ 5 ARERERENNY 7T v 735 251
LTLEX W,

75 AR BT 54Y — /T CLUSTERPRO 27 VA4 VA =NV UET, 7V VA= FHIX 1
VAN —IV&EEH T K] @ I[CLUSTERPRO #7 VA VA M —I/EHA VA N=ILTE] - [TV VA
h—JVFEJE] - TCLUSTERPRO Server D7 1 Y A h—)b] 2ZBLTLEI W,

7 7 AR BT 5P —/3T CLUSTERPRO Z#H#A v A =1V U ET, FHHA VA M—ILFIHEHE 1~
AN —NV&FEH 1 K] @ [CLUSTERPRO #1 VAh—)LT5] BIY [S14XV 2A%2&8T 5] 23R8
LTLK7ZZ W,

A VAR =L UEWTNIADOY —NTO 5 AXERIEHRE O~ Y R2FETLET,

214

BITET7YyTUL—NFIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

a. 7 7 ARKEEIEIMAI O~ Y REFETTHERT L2 MY (B /tmp 55) ICBEIL 9,

b. BENL7/E¥ET « L2 MV TIZ, FIEH2. TN 2Ty T U7s 7 AXERE#RE 3¢ — U CHlE L
9.,

clp.conf 8L W scripts T4 L7 b ZBEIEL TL 72X,

FERR:
Cluster WebUIl TNy 7 7 v T UGG, 7 7 A XKEBIERIE zip e E N TWE T,
zip Z T % & clp.conf B X W scripts T4 L7 M DERHI N E T,

c. MTFDa~ Y REEFTL, 77 AXMRERELHBRL T,
# clpcfconv.sh -i .

d fE¥ET A VI NIVETIZH B 7 7 2 XEERIEH (clp.conf) & scripts 7+« L 27 Y % zip TIEML £ 7

SERR: zip 7 7 AV EJEBIT 5 & clp.conf 7 7 1)L & scripts T4 L2 U DMRES NS LS EE L T L
7230,

6. Cluster WebUI D% EE— 2 &, TREDAS VKR —N 27 Uv I LFET,
FIES5. CTHEK L2 5 A XN (zip) 2 1 VA —F LTI W,

7. FETY 7 AXEREROLEDBEGLIHA 2 HEHH L E T,
[6.7.2. HEEHIFR—8 ] 22U, NUFNZEEWP D B2 HH L TWa5E 1, LS D IZREN2 F
AR RERNE e ZE LTI,

8. X33Mo6DT v STV —RT, D, I7—=VY—ANATVYy RT 1 A7)V —A%{FHALTVI54
. N ZEMBL T ZE W,

a ZIARRN—=T 4 ave LT 1024MiB ML EDHY A XDNR—F 4 > a VR HEfL £T,

b. I7=FTA AT VY =ANATVY KT A2 VY =AHDY T AXN=F 1 ¥ a U PRERIERE 57
BBGEIE. Mg RELEL X9,
. IT5—FA4 ATV —=ZAINA TV Y RFL A2 VY —ZAWFET B 20N — 7D [FT085 4] D
g & 72d 5 (7 — TEREENE] PHEEE L 2> TWBHAITIEFEHEIIREL £9,

F—=FA ATV —AZEHLTWAEGEIE., £3IF7—FT 4 A7 VY =AU T TOFIEE ET
7,

 Ju

c VY —=2D [TaNXT 4D G 2 T7EHE, A RX 222V LT[R T—TFT14ATY
VR TN T 4] ERRIEET,

7.1. CLUSTERPROX 7 v 7V L — RFI& 215



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

C[IT—TARIVY—APETONRT 41D [IF7—] X7 %EHE. [ mkfs 24751 DF v 7
EXT7IZUET,

9. HFILFERE £ 72 IPREUZ I A2 ) TR 2 AL TWBHEIR. UF2FEMBL T ZE W,

A [ZFARAZDTaNRT 4 - (7T RT -[lEL]-[&1 7] 2&ELET,
FRIEEIEAZ ) TR 2FHLUTWBIGEIE [HARL] ZEIRLTLEE W,

mbELE A2 ) 7 2HLUTHE ST, CLUSTERPRO W< v v ECTEMET 235413 [BMC] %.
R~ > v ETEIET 535413 [vCenter] R L T 23\,

b. [FuXF 412270y 7 LTHREUEILY) Y — 2D 7R TF A HHZR R, FRXTA—XE2FTELTL
72,

10. Cluster WebUI @ [ZREDKIL] 227V v 7 L CHERNEHRZ KILL £9°,

RN E 1 A2 LTWEEEIE, MFOav Y F2ETLET,

# clplcnsc —-—-distribute

1. X33 2607y 77V —RT, D2, I7—VY—ANATVY T4 A7)V =A% {HHLTVWDE5E
I AR ZEBL T T W,

BIT—FTAAIVY =N TV Y RTF 4 AT )Y =AW/ LT, RTCOY—NETUTFTODITY K%
EITLTLEE N,
IS ARN—F 4 a AL N E T,

(37=T 4 A2 VY—ADGE

# clpmdinit --create force <XT5—F /4RI YY—RE>

N TNy RF 4 A7V —ADGE

# clphdinit --create force <hNA 7YY RFARIYY—2E>
12. Cluster WebUI O#{EE— FZ2 &, 772X 2HMHKLET,

13. X3326D7 v 77V —RT, D, I7—VY—ZANATVY RTA AT VY —A&HHLTWE5E
I AR ZEBL T T W,

a IT7—TAAZVAMPOEIBEHREFRELTCVEI Y — N2 -T2 LT, 7VI¥—%fTVET,

b. ZNV—TZ2EBL, &VYV—ARERICEHTELII L 2HERALE T,

216 BITET7YyTUL—NFIR



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

c. FIES. T/ N—TREENE] OFREEETUEEIE, Cluster WebUI 228 L TR EZ R L., [f%E
D] 22 ) w7 LT 77 ARKEHENEHRE 2 7 AZITRKBRL £7,

14. BL ¢ CLUSTERPRO Server @7 v 77— M5 7 T9, Cluster WebUI F 721 clpstat 2 ¥ > KT, %
Y=, AR UTIERIZEELTWS Z e 2 E LT T,

7.1. CLUSTERPROX 7 v 7V L — RFI& 217






219

Av4&%aAx7 K
75 AR P —NED@EENA
(B#) 754 _R— K LAN, /87 VY v 27 LAN
RIEIP 7 RLR ElEiho o AR E2ERTHGHEIEATEYV YV —X AP 7 RL XA)

BEHEYS514T VKM Cluster WebUIl 2EEEHZnhTnwWbv vV

EEEMN
75 AREEN, HEMIZ 7 2 VA =NV —T%2EET L0, FHCEETINZIRETEZ 71
F—N )N —TDOEME
EH 7147 bk oFKEIARE

HEFTARY BEIS—NEO T IR AAGERT 4 A

HETARIBISRY HEFTAATE2FHTEISIARY AT A

ENN—FT1>av
ROV a—RiIZERS N, YO RR SRR T A A2 —=F a3y
(B ¥4 A2 N—h = HNSN=F 1 a v

PSRAIVRATL HEOIAVE2—R%EZ LANGRETORWT, 1 DOVATLADESIZIRAEDLE LV AT A
e

PSRITVw Yy NIy TIARVATLAEEK (VT AREBHEET 2L — )2 Yy hEADVEEEZ L

VSRIN—FT42ay
I5—FAAI, N TV Y RFAAZIEIRET B A= F1var, I5—F4A7, "M TVYRF4 A
7 OEBIZEHT 5,
(B 74 A7 N—=F = =T 1 av



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

RA%R

HB 120Ky MZOWT, EBEVPEEL TWBEH—N
(BAE) iR

EHYEY (=)

WHERAN, 72ANVA NIV —TRT ANV F =T BEDH =N
B 751 <) (F—n)

R

HHARTRZRWADY =N
(BEH) BLHR

FARIN—RE— NAR—F Y3y EETFARAIBISAZT, N"— b= NEEIZHHTE72HD—

T4 ¥ay

F—HR—=F 4 av
HEFA A2 OPA—F 1 ¥ a v DR ITHAT S I LATHET—HLT 1 22
IT-FARAY NI TV Y RFA AV EEET BT~ AADS—F 1 ¥ 3y
(R N PAT GV I

XYy ND—=OR=F 13V
ETON—FE—FBRYNTLES 28

() 1 xaxs b, N—hE—}

J—R IJ5ARVATFLATI, 75ARXREMET I —N"%2ET, 2y b —ZHETIE. T— X 2R
BIETAZLDTES, IV a— RPN — X EDMEE ST,

N—hrE—F§

Y= NOEFRD-HIZ, Y — ETEMIIZ BB VIZEE %217
FE#E) 1R axo b, 2y NI =TI R=FT 4 ayv

Ze&

Ir

N71) v LAN

Y—N/ 25147 MNEEENSADZ &
By 1 v &xaxs b, 7714 —=hF LAN

TzAIF—N BERHEICE DR, AR EOEET 7V r—ravig &< e
2Ny Y

HAEY—NTRELTWEEET 7V —2a vl 7 oA VA =Nz L Doy — N Niz8| Eikainr-15, %
By TV r—rarvEBHLTW AT —NIHVERE2RET I L

220 % 8 & AFESE



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

TTANA—NRTIN—T EFE2FEFTI2OMBERIITAXYY -, BEOES
TIANF—RIN—TORE I—FREMOCEET 7V r—Y a v 2BRARDPSHERIIBE ST L
TTANA—NKRY S — Tz ANF =AY —NY AN ZDORTD T =1 )VA — MERNEN % R @
72414 ~X—hFLAN

U5 AR ERERT BT — DA XNz LAN
BEEY v &Xaxs b, X7V v 2o LAN

T34 (=)

TANF =NV —TTORETCE LR BT —N
(B 2 H o XY (=)

JA—F4 VT IP7RLR

Tz ANA—NRPRELZEE, 2734 T VDT TV = a UHPERAEY — OO B 2T 52
ERHHTEBIPT LA

I ARY —NDFRIET S LAN L E—D% v b7 —2F7 RV ANT, RIS THRWRANT R L
AEEDYTS

YR H—/\ Cluster WebUI @ [V —NNIELEBD T ONTF 1 |-[¥ A XY —N] THREBIZERINTVWSE YT —N

I7—FTA4RVAXRIN IF—FTARARI  NATVYRTA AT TT—EDIT—Y VI %47 =DIMHHTS
LAN, 794V A v Rax7 MEHRMTHRET S I LA AEE

IS—FARUVVRTA

HETFTA A7 2FERLEVWT T AR AT L

Y—ROou—HhVTF 4 A7 %Y —NETIFT—-VIT5

221






223

BIOE

RE - EREA

9.1 REFIR

s KEOWRIE, FEHERLUICEEIND I LAHY £T,

o HABEGMA ML, KAEBOHMKSE LU IIHE LOMEW., REIZOWT, —UETE2BVEHA, £
To. BEMEPHIFS NI REE2ED/2DIC, KBIZH-EA, FHBLOHFHSRIZODEF LT, B%
FMOBEMFEIETWEEEET,

s AFIZHBMINT VWL NAEDEFHEIX, HAESHAHICWEL X4, AEONEDO K /ideilzH
RECRAH DR UITEE, W, BLORERT 2 Z 23 EIhTwET,



CLUSTERPRO X 5.1 for Linux
2= Ty THAR, JU—21

9.2 mEE

EE:

CLUSTERPRO® &, HABELKHKRNESMDOEGMEGE T,
Linux /. Linus Torvalds KD KES L OZF OMOEIZ B 2 & &HpEETT,
RPM 1%, KES LI OZDMDOEIZEH TS Red Hat, Inc. 7213 DTt 0B ETT,

Microsoft, Windows, Windows Server. Internet Explorer. Azure. Hyper-V (&, #[E Microsoft Corporation
DRES L O DMOEIZ BT 2 EHREET T,

Firefox |%. Mozilla Foundation @ @i £ 7- (3 & 8EIET T,
Google Chrome (%, Google, Inc. O piZ & 7z (L & HkpHIE T T,
Google Cloud Platform (GCP) I%. Google LLC D it £ 72 1 B FRpsiE T3,

Amazon Web Services 8 L T RTD AWS BHEDOPERE, 5 KIZZTDMD AWS D757 1wy o, ad,
R=TVANY X = RRYTAAY, A2V T b, Y= 2RI, KEBLC  EhiEZoMOEIZEIT S,
AWS Ok, B&EmEEE 7~ b L — KRV ATT,

Oracle, Oracle Database, Solaris, MySQL. Tuxedo, WebLogic Server, Container, Java 3 & F§RXTD
Java B O RGfEIE, Oracle Corporation 3 & ' % O 12tk BE O KES X2 DMOEIZE 1 5 pEii
3 BEEET Y,

VMware, vCenter Server, vSphere I&. KEB & FZDMDOHIRKIZ B % VMware, Inc. DEFRFEE E 721
PR TY,

SUSE 1%, KEB L FZDMOEIZH TS SUSE LLC OEIEE /2 13 &5k T I,

Citrix, Citrix XenServer $ & O Citrix Essentials 1, Citrix Systems, Inc. OK[Ed %\ EZ DD EIZ 51
5 BRI F 7 IR T,

WebOTX &, HABELMAR ORI T,

JBoss I%, KEB L OZOMODEIZE TS Red Hat, Inc. £7213% OFRHOEHMEGETT,
Apache Tomcat, Tomcat, Apache I, Apache Software Foundation O & ki ¥ 72 1L PGHE T 9,
SVF &, A V77 =252 70y — XA OEERMEETT,

F5. F5 Networks, BIG-IP, & & % iControl 1%, KEH & D EIZH 1) % F5 Networks, Inc. D FEEFE /-
WX R T T,

Equalizer 1%, >k Coyote Point Systems %D Z§piE T3,

SAP NetWeaver, B X UOAXZIZHH I NZTOMD SAP DHEPH - A, Bo5TIZEFNS D4~ DT
Tk, RAVEIOCZTOMDEIZE TS SAP SE (XId SAP O HE ) O x 72 138 HmEE T,

Python %, Python Software Foundation ® & #kiGiE T 9,

224

$£ 9= RE - EHEX



CLUSTERPRO X 5.1 for Linux
A= Ty THAR, ))—21

e Asianux ¥, V1 N— T A MERSEDOHRIZB T B EHEETT,

« IBM. DB2. WebSphere i, International Business Machines Corporation @K [E & & U Z DD EIZ BT 5
PARE E 72 12 BBRPERE T T,

* MariaDB &, MariaDB Corporation Ab & & "2 D72t Bt OXKES X 2 OMDEIZ B 1T 5 Ek
PR T,

* PostgreSQL &, PostgreSQL Global Development Group DB #kpGHE T4,
* PowerGres 1%, FRA 24t SRA ORFfE & 72 13 B kG T,

o Ubuntu /%, Canonical Ltd. DpFHE £ 7= 13 &8 EE T,

WebSAM (&, HAE S RA DB ERRGEE T,

AEICHH SN T OMOBFA B L OB, B0 £ 213 EHkiE T,

9.2. EIRIER 225






227

%10 %

cihiR &

>
T2+

hREL BA=Eb RE

1 2023/04/10 R R

© Copyright NEC Corporation 2023. All rights reserved.



	はじめに
	対象読者と目的
	本書の構成
	CLUSTERPRO マニュアル体系
	本書の表記規則
	最新情報の入手先

	クラスタシステムとは?
	クラスタシステムの概要
	HA (High Availability) クラスタ
	障害検出のメカニズム
	クラスタリソースの引き継ぎ
	Single Point of Failureの排除
	可用性を支える運用

	CLUSTERPRO の使用方法
	CLUSTERPRO とは?
	CLUSTERPRO の製品構成
	CLUSTERPRO のソフトウェア構成
	フェンシング機能
	フェイルオーバのしくみ
	リソースとは?
	CLUSTERPRO を始めよう!

	CLUSTERPRO の動作環境
	ハードウェア
	ソフトウェア
	Cluster WebUI の動作環境
	Witness サーバの動作環境

	最新バージョン情報
	CLUSTERPRO とマニュアルの対応一覧
	機能強化
	修正情報

	注意制限事項
	システム構成検討時
	OS インストール前、OS インストール時
	OS インストール後、CLUSTERPRO インストール前
	CLUSTERPRO の情報作成時
	CLUSTERPRO 運用後
	CLUSTERPROの構成変更時
	CLUSTERPROバージョンアップ時

	アップグレード手順
	CLUSTERPRO X のアップグレード手順

	用語集
	免責・法的通知
	免責事項
	商標情報

	改版履歴

