CLUSTER'RO

CLUSTERPRO X 4.3 for Linux
A=K N7y THAR
)= 1

BAEIMHRARE

2021504 F 09 H






BHR:

B2E
2.1
2.2
2.3
24
2.5
2.6

BIE
3.1
3.2
33
34
35
3.6
3.7

Ba4E
4.1
4.2
4.3

BOHE
5.1
52
53

IF LI

Dl <
REORERR . .
CLUSTERPRO ¥ = a7 LRI . o o o ot o e e e e e e e e e e e e e e e e e
ABEORGHI . e
BB AT e

PRI ATLEE?

JIARVATLDOEEE e
HA (High Availability) 7 7 AR . . . . e e e e e e e e
BEERMRIED A DXL e
JIARDY—ADBIEME L
Single Point of Failure DFEBR . . . . . . . . ..
AHAMEZ L Z D . . e e e

CLUSTERPRO DR A

CLUSTERPRO ZIE? . . . o e e e e e e e e e e
CLUSTERPRO OHEFHERL . . . . o . e e e e e
CLUSTERPRO @YV 7 b = THERK . . . . . o e e e
2y NI =N —=FT 0> a U e
Tz AT = ND UK B o
DY = AR e

IN= R T T
VT R I T o e
Cluster WebUI OFMEBRES . . . . . . .

BH/N—Y a3 VIER

CLUSTERPRO & X = a7 VDMIG—5E . . . . . e e
BEAEBRAL . .

(N Ee

wn B~ W N = =

~

14
17
20
26

27
28
29
30
37
38
51
58

59
60
62
82



BO6E EIEHREIR

6.1 VAT AMERMETRE L
62 OSAYAN—=JVHET, OSA Y AN—=JVIF .. ...
6.3 OS A YARM—=)f%, CLUSTERPRO 1 > AN—JVHT . . . ... ... i
6.4 CLUSTERPRO DI . . . . . . e e
6.5 CLUSTERPROEFFE . . . . . . . e e e e e e e e e e e
6.6 CLUSTERPRO DRERRZFERF . . . . . o e e e e
6.7 CLUSTERPRO N—Ta > 7w 7HE ... e e e e e

B7E TyvTUL—KFIE
7.1 CLUSTERPROX D7 w77 U—RFE . . ... e

B8E HE

BOE ®RE - ANBAN

9.1 HMWEHIH
9.2 PR

B10E HhERE

111
112
129
136
158
172
192
194

217
218

221

225
225
226

229




/rl\-.l

o
=

LI

1.1 WRHZ:E & BH

FCLUSTERPRO X A& — 7w 774 K1 i&. CLUSTERPRO %3 U T IHHIZAR 5 2 —F DR W4z,
CLUSTERPRO DB, 75 ZAX VAT LAEADO— RNy 7 fi~=2 7 IVOFHAEIZOVWTDOHA K
A VETWLUET, T, BRFOBERBEHRPHIEHELZ S IZOVWTEHALET,



CLUSTERPRO X 4.3 for Linux
RE—=KNTyTHAR, V)= 1

1.2 XEDHEK

¢ 2. VSRV RATLENE?] 25 AR Y AT B & CLUSTERPRO DEEEIZ DWW THIBAIL 7,
e [3. CLUSTERPRO OfERAE] : 7 7 ARV AT LOMHAFIES X OBLEFHRIZOWTHHEL £ 7,
e [4. CLUSTERPRO D#NEERSE] « WARNIHER B E R BHIHBICOWTHAL £,

o [5. &#/V\— 3 VIR : CLUSTERPRO OFHi/N—Y 3 VIZDOWTOFHRERL T,

o 16. FEFIPREIR] : BEMORME & HIPRFIHIZ DWW TEI L £7°,

o« [7. 7y T L—RFIE] : BEN=Ta VP SBHBEADT v 75— MERIZOWTHHL E T,

2 E1E@FLODIC



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

1.3 CLUSTERPRO ¥ =2 7/L{x%

CLUSTERPRO ¥ =27V, ATFD 6 DIZHHINE T, &H1 FOXA MLV EEZLTITRLUET,
FCLUSTERPRO X A& — N7 v 7451 RJ (Getting Started Guide)

TRTOI—VFENRHH L U, BEBEE, BFRE, 7y 77— Mol BRIOMEZR 212 oW i L
£9,

FCLUSTERPRO X ¥ ¥ A b — )V &#E /- K1 (Install and Configuration Guide)

CLUSTERPRO ZffiH U722 ARV AT LDEAEITI VAT LIV Y =T 8, 7T ARYAT LA
DS - BHZEITD VAT LEME 2 XNRHHE L U, CLUSTERPRO 2H L7220 AKXV AT LE AN S
ARG E CTICBADOHFII DWW THHLET, EBRIZZFAX VAT L2 EAT HBOIEFIZAIL T,
CLUSTERPRO %l L7-2 5 A& ¥ X T LDFGEH . CLUSTERPRO @4 ¥ A b —)L & FEFIE, E
B ORER. ERHEETOFHE G EIZOWTHIIL £97,

FCLUSTERPROX V 7 7 L > 241 K1 (Reference Guide)

S B LU CLUSTERPRO 2 L7227 ARV AT LADEBARIFI VAT LIVI =T 2MR L L.,
CLUSTERPRO DM TFIE, A€V a—LVOBREHPB IS NI TN Y a—T 1 VI ERE2TEHL 7,
FCLUSTERPRO X 1 Y A b —J)V&FREH A V) 2fiEs 2&%#HE2/REET,

FCLUSTERPRO X A » 57 >~ A% K1 (Maintenance Guide)

EHE B XU CLUSTERPRO 2 L7227 5 ARV AT LAHMABDRESY - BHETI VAT LAEHE %
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ARTY, GAANEEHNE ULz FAXT, T—XO5ELAEETT, BT+ A8, 7—-&3I7—
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B o OEIRIE, REPRIL S NS — N2 YERRIC D B L TR, 27 A XY AT MTHER T XS
EUTHRBTEEY, EFOMEz BN T 2EBROEHDLAIR. ZZETolRTHIRETT,

Active Server Standby Server Failover

Server
Failure
Application ~
A
\&—

- 4
i Shared disk iu:
Normal Operation 1 2 Occurrence of Failure
4 3
Failback
,I
’I

] V:'

Operation Transfer Recovering server

22 EERLENSEIFETORN
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23 HAZ S AXDOEALE (FARARXNAT)

B 24HA 77 AXOEME AFAZYANA) D&, EHEP2 DEET, TNEhOT —ABBHRD
DHERTH L BENTAAR N1 2DV ET,

Server 1 13 Application A DR TH % L FRFIZ Application B DFFER T,

Server 2 1% Application B DR TH % & [FIFIZ Application A DR T,
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Shared disk

X 24 HAZZ7AXOEMALE (NARAX T INA)

222 749351

R OEET 4 A7 BUI KBV AT LAIZE L TWETH, HET 1 22738 BLhElizd Y AT LHEED
IZAMDESATLEVWET, TITHEET A A7 2FHET, Y —NDT 1 A7 &2 —NETIF—V 7T
5212k, FUKEEZ XVRMETERLUAEZZ IARVATLAEZT—XI TV ET,

Server 1 Server 2

Mirroring
--------------.}

Mirror disk

P25 HA 25 ZXMEM (F—%35—1)

o T 4 27 PR D T LM

¢ IT -V UITDIEOT —RENEL VWY AT AN E
LU, V= NRETTF—2%23I5— VU7 T530ERHL-D, KEDT—XE2REL T 5 RS AT 216
XEHA,

TV —arhsd Write Bk FHEET L, 7—XI53—T I V0 —HINVT A AT — X 2EEZAD
CEEFIZ, A2 %27 P EBLUTHERY —NIZH Write R ZIRD DT ET, 1 r&xax7 beld, — [
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ZORSEY NI —=2ODIET, 2I7ARYATATIEY —NORIELEHROI-DIZHEIZRDET, 7—XIF7—
XA T TRTEERICINATT — XDOEEIHHTAZeAH D £, FERADT—XIT— oV ViE, 2T

WolTF —REMHFEROOT =N T 4 AZIZEZRAL I LT, BARLHHRAMO T —22FMIL £9.

TV = arh5d Read ERICH U TR, BIZBARDT « 279 58A i §7217 T,

Active server Standby server
Al Application
1
1
1
]
i . File system
i
i
v w Data mirror Data mirror
engine engine
A
AN A
/ / A :\\
;N NIC LN
JI . \\\
A Sl
/ LAN \\

\ ;’ (interconnect) \ s S/
! \\
A &
V- Wite > V-

Mirror disk Read <—

26 T—XIT—OAMA

F—=RIT—OEARIE LT, AF v T ay b I 7y TOMARDVET, T—XIT—RATDI AR
VAT L2 AFRICHED T =R EFEoTWAED, ROV —NE T SARZPSYOEETZIT T, Ny I Ty
THREENTEZ B AF Y Tay bRV I T T UTT A A ZEETZERNERETT,

7z ANF—NDEEH EHER

ZIZET, "HIZIIFARVATLEVWSTE T A IVA—NI T AKX, ARSI Z 5 A&, HPC (High
Performance Computing) 7 7 AR %Y, IFIEFRITARVATLANDDZ L EHHLE L, ZL T,
7 A VA =2 T ARIE HA (High Availability) 7 5 A& LI, $—NZDEDE%ZHEAT S & T,
PEEFAERICET U TCWAEEZ I ZrOY —NTH EMHZ LIk D, EBEO AV (Availability) % i E
THIELEHNE U FARVATLATH DI LERTEE L, RIT, 7T ARDERKERBEAIZDWN
THAL £,

2.2. HA (High Availability) 2 52 % 13
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JIARY T TR, EBERGICHEE2 S THREZRLT S EEBOF EMRE (71 VA=) 2EITL
¥7, 7oAV A = NUHO BRI RARIZABRN, fHIZIIARY T N2 THRED LS ICEEEZMET S
PRTHEEEL XS,

N—hE—=hNEeY—nRDEERE

TIARVATLIIENWT, BT REREHEARNLREEZ LS AR EERT 2 — "2 THELLTLE
S5HDTY, Y—"DEEIZIZ, BFEEEPATVZII—REDN—FRT o TEEY OS D=y 7N
HEENET, TOLOREEEZRET A0, Y—NOWEEHE LT HN— M= MDMEHINET,

N—hE— NI, ping DIEZMRT 5 &5 WHEHEMRZTTHIVDOTETN, 272KV TV TIT
FoTlH, HY—NOREEHRREEMHEY IETEZIBDOEHVET, 7IAXY T Mz T7EN—h
E— FDEZEEZITV. N— b= FOREVRWGEIEZTDOY —NOREL AL LTI = A VA — UL
ERBLUET, 72720, Y= NOFEAMREIZE O N E— NOREZEVNEILET D EZ@L, =N
fECHWT 2 THIREON PP BETT, Z07d, ERICEENPRELZRHE I IAXY 7
N 7 D EE R RAT AR L ITIE XA LTI EL ET,

)y —2DEEHRH

EBOEIEERNIE Y T ARERRT 2 —NRTOEEEZTTEDD A, IR EET TV Ir—v 3
VOMEAT 5T 4 AV KER NIC OfFEE, S USRERT SV r—2arZzoi00EREICE>TH
%%i%ibfbiwiToﬂ%%%ﬁi?ét@ﬂm\u@iD&UV ADEELRB LT 21V
F—=NEEFLRITNERD FEA,

VY —2BEEZMETAFEL LT, BEANRY Y — AWM TN ZD5E1F. EBIZT 72 AL T
ABEWIHEPIONET, 77V r—rarvoBERTIE, 7707 —Yary7avXAZ20EODRIEE
HOIEFEDN, EBIIHEBOR VR T —ECAR— 2R LU TAHABZ I OIBRTFEEEZONET,

2.31 557414 RV BOEBE

HETFT 4 ZA7MDT 2 A NA—NT FZARXTI, HEDOY—NTT 14 A27EBZ2YEMIZEEL 3, —BRIIZ,
T7ANVATLFIY—=NHAILT—ZOF vy v Va2 T2 8T, T4 A7HEEOYRNZ /O MEEEDRF %
BM2B77A4NV 1O MREEZFISHLTVWET,

HBETTANVATARBEBDY =D SFAHZIS Y NLUTT 7R ATEEESRETL & D07

WHOT 7 ANV AT LE, AUV —ARTF 4 A7 EOTF—R2E2EHFTEHLEEZATVRVDOT, Frv
ValtTA AR EDT—REIFIEEWASL I LR mENICET X EWELET, T AV A NI T
RYAT LTI, MOXY NT—=IN—=F 42 a VERBEIZLBEBT — NP oDT7 71V AT LRI Y
YREFSTDIZ, T o A7 KEOHHUHIE 2T o TV T,
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Server

Server

<l

Shared disk

X227 LEF4 AT XA TDY 5 A XK

2.3.2 xv 77— X—F 1 3 VK (Split-brain-syndrome)

Y —NEZ 2R STRTDAVZ X7 bYW END L, N"— b E— MIEB3WEEHTHWIHFEY—RDX
TUERRHELU, 72 ANVA—NUEEEETFLTCLEVET, HEREUT, OV —NTT7 74NV Y AT L E[EF
XY RLUTULEWY, T—XEZFERIUVET, 7oA NVA—NITARVATLATIREEPRELZEE

EENZENE L R R S RN AT E S LV E T,

A failure occurs on

A failure occurs on
----- > G- the other server

the other server
N s
LAN
(interconnect)
\. \ J
mount mount
0v{ag
1
Data % ? -
Corruption 841 -

K28 v bhT—=I=F 13 VHER

15
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OO HUEEE T2y VT =0 8=F 4 ¥ a VER] F2EFATY Y v T LAYy Fa— L4 (Split-brain-
syndrome) LIV ET, 72 A NA—NTFARXTIE, TRTOA Va7 bYW I iz 2T, HEEICHEE
T4 AV EEOHHUEIHZ FEHT 27200 FIERMISENBEZSNTVWET,
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24 VSR5Y)YY—ADEIEHE

TIARNEHTE) Y =AW T A A IPTRVA, 7V 5= avkERboiEd, Thonrs 73 A%
V= ARB[ERSTZDD, Tz ANI—NTFTARY AT LDOBEBEIZ D WTHAL £,

241 79D T

IIARVATLTIE, Y= THEMST—RIFIET + A7HE LD =T 1 ¥ a VITKALET, T4b
H, TREJEMSLIFZ. TV —VavdBlHT 7 7 A UPEMINT VD 7 7 A VY AT LR
P—NETIT UV MUABT I EIEPRYERA, AT« A7HEBFF EMSEOT — N YR BRI
TWBDT, VFARY T NI TWFIREZLE T 7 ANV AT LD YV MNETTT,

Detects a failure
<__ —

! e
Server
Failure
\. J \. J

/"
~

&f

A
_
29 FToAOH EHE

BMAFEDO LS TN, 2 I ARV AT LERGEE  MET 25 A THEELRT IR S RVRDADH D 97,

120, 774NV Y AT LAOEIENHEOMETT, 5IEMISIL LTVWE T 7 IV Y AT LK, BEFEETIE
FMETIEPOY—NTHHAIN, EULNLAECEITEFFTH-Z2E LNEFA, 207D, 5 EMT 74
NYATLTBHEX =T A THY, 77 ANV AT LOERENF v 7 PRBERREBLERS>TVWEST, 77 1LY
AT LDY A ZANKEL D e, BEMF £ v 7 ITHERRMIZERICAR D BEIC & o TR £ O R 20
POoTULEVET, TNDZDEE 7 = A INA— NI EBEOF EMERRE) ICEMINTLEN, YATLD
AAMEZE TS ERIZR £7,

95 121k, EXAABHOMETT, 7V —2avBRUBT—XE2 7 74 IVICEZAALLES., AEEE
AARERZRHALUTCT A AZADEESAAEMRIHL LS LET, ZITT7 TV Tr—varvBRESRAAL LR WA
AET—RIZ, 724V FT—NBIZLEEHPNT VWA EWREINE T, FIZIEXA =LY —NF, ZELE
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A=)V B AT = VITHERIZEEAALERNT, 2747V FELRIEPDORA VY = NIZZERTERELET,
U X o TH—NEERESRE, AT —LENTVEA -V EY—NOHEFHBICHIETSZATEET,
IIARYVATLTHERZ, —HDOV—NPAT—WAFERATZA VI T A VA =N RIZE S —HDY—
NWPGAIAD D Z L BHEFE LR ITNIERD EE A,

242 77— a v DB EHE

IIARY TN T HEBL EMEDRBIATSMFX. TV r—2avoiEHhETT, 74—V ML T
YhaAVVEa—& (FTC) LIZEBD, — BN Tz ANA—NIFARXTI, 77V —> 3 VEFHOAEY
WAEZABL 7O AREBREEF EMEEEA, ThOL, BEPKEEL TV —NTEIFLTWET 7Y 7 —
VavEBERY—NTHEGTTZIETT IV I —va Vo3 S E2TVET,

BZIE, T—RR—2AEHY A5 L (DBMS) DA VARV AZBEMSIHE. 1 VARV ADREIFIZBEINIZ
F—=RAR=ZADEH A —=NLT AT =K/ A=Ay 2 frbhEdT, Z0OTFT—RR—AHEHIZ BT RFE
X, DBMS OF = v 7 HA YV M Y R—=NVDFER L > THHREOHIMATE 92, —BINIZITES
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e XTVw I LANTXTRZADIP 7 RLUAENEI D YT L ARP X7y DEFICLDEHLTWET, 1F
LAEDRY N =N S 7a—F 4 VI IP T RL A& 2N RETT

A7V 7k (EXECVY—2A)
e CLUSTERPRO TlE. ¥¥7 )V r—Yavz2A2) T oi#iL 9,

o MEF 4 A IZTHIEMIANEZT 7 ANIE T 7ANVVATFLELTERTH->TH, T—XELUTASE
ERRBEBIZHBGEERHVET, A2V T MET AV r—v a voBRBOIFEN, 7oA VT =D
SEWEA OB IHLE S iR U £,

FER: VIARVATATIE, 77V —Yavefgei ) —RCREBLEBTIETTI A IVE—NEE
TUET, 20D, 77V —2avDAEY FITHBHINTVWAETREEZ 72/ VA —NT B2 2%
TZERA,
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352 JxAMINA—NRBULSRIYDY AT LHERK

TzANA=—NI FARE, TARAITVAEKEE 7 TAXY —ANHTHRAEL £, ¥ — N FEERICIIGFER
Y= APHET 1 27 LOT - X e M URBES SMHE LT,

Shared disk

Server Server
4
m | m
]
]
I
]
]
I
i
H Interconnect
\ dedicated
1
\ Y, LAN \ J
“l
Public LAN

B39 T7xANF—NTSARDY AT LR

TzANA—=NBI S ARTIE, EHPEBIZLED, MOLDIZTHETEET,

BABRIVINA IS RY
—FHDOY—NEHARE UTEELZBE I, MADOY —N2HHR L U TEE 2B S BV EREET
T, O YV TNIEMEETT = A VA= NEOMREL LD WA HEDE WY AT L2 BEETE T,
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Server 1 Server 2

Application A
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b
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N
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- A
y

Shared disk

3.10 KAMAR VAL 25 2% (1)

Server 1 Server 2

Failover
/
Server
down

________ Application A
ST

—— /
;-
Shared disk

311 HAMAZRUNA 25 AR(2)

B—77)7—2avWARRYYNAIS5RY

BEOY—NTHIEBKT TV —Ya v EBRSEHEICRKT 2 EABETT, 77V 75— 3 Vi
FHAR N EHEYR=PLTVWEEDTRIINIZRD A, HIEBT—XE2EBIHEITE Y
BT, TZRALEDELULTWET—RIZE-TOZIA4 TV " DS DEREY —NE2EEHT LI LT, T—
RDEBN COAMDIMS AT LEBETEET,
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Server 1 Server 2
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Y
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Shared disk

312 H—7 7V —va v NARAR VAL 25 AR (1)

Server 1 Server 2
™ : Ve
l_:,?.ll_o_\'(_‘c':_r Application A
r/‘ N -~/  —0
!.f
r
/ Application A
_;' 1T
!J'
L ) ’k L’ y
.f! lf
e
y
Shared disk

33 @A77V =Y a v NAMARYNA 7T AR (2)

BET7 TV 5= avRABMRI VA IS RY

BEBOBEOELT 7V r—a v it NENRE 5 —A"THE I SHEIC AT 2 EHEETT., 77
VIr—2a YDBRAMAR VNS EHEZYR— ML TWABEID D A, EFRMATOAMIES AT
LEMETETET,

Application A & Application B 1324257 7V r—>v 3 v <9,
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Server 1 Server 2

N\
Application A

\
AN Application B
~ —TT
AN
Y
L A, \_ L y
\ 7
\ 7

|
y

L’_’
Shared disk

314 BE7 SV r—va v BMARAR Y NL 7T AR (1)

Server 1 Server 2
™ : Ve
l_:,?.ll_o_\'(_‘c':_r Application A
r/‘ - -~/  —0
[
!

r
;’Application B

!

!

i
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\ J A Pl J
! 7
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4
— L/.,

Shared disk

315 BET7 TV 5=y a URABARVINA 7T AR (2)

N + N #

CZETOMREZIGHL, %D —REMHUZBRICIEST 2 Z 8 $WHETYT, FHIX, 3FHD%E
BEIABEDY—NTEFL, WSHENPRBELUZFIZIE 1 BOFERACZOEE 25 S WOIEKT
o FAMAZ AL T, EHEREOY Y —ZOMEKIE 1/2 TUZZA, ZOREZAR S ERROMEKE 1/4 £
THIRTE, 2D, 1 BETORERETHNENRN T A -V ADETEH D FHA,
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Active server Active server Active server Standby server
Server 1 Server 2 Server 3 Server 4
N N ™ N
[ el
Application A
T
Application B
[ eee]
Application C
. VAN /N VAN J

3.16 N+ N #k (1)

Active server Active server Active server Standby server
Server 1 Server 2 Server 3 Server 4
™~ ™ ™~ ™
[ sse]
Application A P o I =~y
A failure
occurs
Application B
[ _____ess]
Application C
. J o\ J N\ J o\ J/

3.17 N+N & (2)
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3.5.3 BT A RVBD/N— KT = THK

HEH T+ AR D CLUSTERPRO O HW #E FHD & 51274 b £,
Y —NEOEEHIC
e NIC % 2 B (1 HU3SER & ilfs LA, 1 Bk CLUSTERPRO /1)
e RS232C 7 B A — 7V CTHifi & vz COM A — k
o T 14 AT OREHIR
RS A — I T I,

HET 1+ 27 DEERA ~ &% — 7 1 A% SCSI %@ Fibre Channel. iSCSI T3 A3, &l Fibre Channel »* iSCSI
2 & BB — R T,

Active server disk Standby server
Server 1 Server 2

rs-232¢ ==

NIC1-1 NIC2-1

Interconnect \_ J

y,
LAN
NIC1-2 FIP1 NIC2-2
FIP2 Public LAN

318 2 Z AXKESH (HHT « A7R)

FIP1 10.0.0.11 (Cluster WebUI 2 51 7> k5D T 2 ¥ A %)
FIP2 10.00.12 GEH 2 51TV M 6D T 7% A%)

NICI-1 192.168.0.1

NIC1-2 10.0.0.1

NIC2-1 192.168.0.2

NIC2-2 10.0.0.2

RS-232C /51 A | /dev/ttySO
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« HHEF 1 R

FNA A4 /dev/sdb2
<~ bhKRA YD | /mnt/sdb2
T7ANVTY AT A | ext3

354 I5—TARVBEDN—RY T THEK

F—&X I 5 —REE D CLUSTERPRO %, FH®D & 5 iz £,

HET A AR EHR I TF—TA AT —R2A—HDO 1y N7 =7 BRBEL732 0 378 @%F, CLUSTERPRO

DWHEEEH NIC AL £,

¥/, 3T =T 1 AP IS X —7 =1 A (IDE or SCSI) (ZI3KFEL FH A,

5 —
4

N6 Ju

FARATHHAKDZ S ARBIEDOY VTN (OS BA VA=V ENTWVWBT 4 ATIZT T ARIN—
3V, T—RAN—F 1Y arriERT 58

UTOMKTIE, OS B34 YA =L ENTWETF A AL DREN—T 42 aVk, JVITAZA—T 13
V. TmRR=T 4 a v UTHHLTWET,

Active server

Standby server

Server 1 Server 2
™~ 4
Mirror - - Mirror
disk 1 - - disk 2
rRs-232¢ [z
NIC1-1 NIC2-1
\_ J Interconnect \§ J
LAN
NIC1-2 FIP1 NIC2-2
s Public LAN
X3.19 75 AXRERM (1) (2 5—F 1 ATH)
FIP1 10.0.0.11 (Cluster WebUI 22 51 7 > b 5D T 7 & A%%)
FIP2 10.0.0.12 (EHK I 71TV 6D T 7k A5k)

RDR—TJ i <
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K 33 -RIDR=IDSDFEE

NIC1-1 192.168.0.1
NIC1-2 10.0.0.1
NIC2-1 192.168.0.2
NIC2-2 10.0.0.2
RS-232C 784 A | /dev/ttySO

OS D/boot T /31 A /dev/sdal
OS @ swap T /N1 A /dev/sda2
OS D/(root) T /314 A /dev/sda3
75 ARN—=F 1 ayHTNNA A | [dev/sdas
F=RN=F 14 a VHTNAT A /dev/sda6
ROV Wi GV /mnt/sda6
T7ANVY AT A ext3

T4 A EHET 256

T—T 4 ATFHKED 2 S ARBEOY VTNV (I TARNR=TFTtay, 7= =571 ¥avVHD
,f

UTOHETIE. 273AZNN=F1ay, 5—EZ=F 4 YavBIZT1+ A272HB L. #HELTVWET,

Mir

—_

Active server

or disk 1

Mirror disk 2

Standby server

Server 1 I q Server 2
L™ ‘\ {' - -
rRs-232¢ [l
NIC1-1 NIC2-1
\_ J Interconnect \§ J
LAN
NIC1-2 FIP1 NIC2-2
e Public LAN
X320 77 AZEESRH2) (2 7—FT1 AR
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FIP1 10.0.0.11 (Cluster WebUIL 7 54 7 > b D6 DT 7 & A 5)
FIP2 10.00.12 GEH 2 94 7V oD T 7 2 A5k)

NIC1-1 192.168.0.1

NICI1-2 10.0.0.1

NIC2-1 192.168.0.2

NIC2-2 10.0.0.2

RS-232C F/N1 A | /dev/ttySO

0S D/boot T /N1 A /dev/sdal
OS @ swap T /81 A /dev/sda2
OS ®/(root) T34 A /dev/sda3

25 ARN—F 4 ayHAFNA A | [dev/sdbl
TNV AT A AT TNA A /dev/sdb2
XY NRAVR /mnt/sdb2
T7ANY AT A ext3

355 NA Ty RFT4RVBD/N— R 7K

NA 7w K#ERKD CLUSTERPRO &, TH®D & 5 BRIz £9,

HEF 4 AR E AR, T—XaV¥—HDxy N =2 0%Er ) £3H, @%. CLUSTERPRO @ KN¥R&EE
FANIC L3AL £,

¥z, T ATIEENEA Y X —7 =4 A (IDE or SCSD) IZI3KIF L £H A,

e NATVY RTF A RAZHEARKD I S AZRBRBEOY VTV QEDY —NTHEET+ 227 2BHL, 3BHD
P—NOBEDT A AIANIT—) U IT 58
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Shared

.............................

HUB (Interconnect LAN)

Server group

NIC1-1

NIC1-2

Active
Server
Server 1

H 1

BEZN  NIC2-2
H 1
;" | FIP2
’ I

NIC2-1 NIC3-1
Standby Standby
Server Server
Server 2 Server 3

HUB (Public LAN)

321 77 ARERH N1 TV y RF 4 A7)

FIP1 10.0.0.11 (Cluster WebUI 27 14 7> b 5D T 7 & A5E)

FIP2 100012 GEH 2 2147V I D6 DT 7 & A5k)

NIC1-1 | 192.168.0.1

NIC1-2 | 10.0.0.1

NIC2-1 | 192.168.0.2

NIC2-2 | 10.0.0.2

NIC3-1 | 192.168.0.3

NIC3-2 | 10.0.0.3

s T2

NALTVw RFNAL R /dev/INMP1
S/ VAN /mnt/hd1
T77ANVY AT A ext3

RDR=TI2HE L
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= 38 -FIDR—IUDLDIHEE

TIARN=F 4 ¥ avHTNA R /dev/sdbl
NATYVY RYY—=AF 4 A7 T4 A | [dev/sdb2
DISK N— b E'— kN FN14 24 /dev/sdb3
Raw 731 2% /dev/raw/raw1

« ATV Y RYY—RHT 1 R

NA TV Y RTINS A /dev/NMP1
RAZZT IV /mnt/hd1
T7ANYAT A ext3
TIARN—=F 4 aVHATNA R /dev/sdbl
NATYVY R)Y—=AF 4 A7 F)NA A | [dev/sdb2

356 VSRYFTI U hEIF?

CLUSTERPRO TiZ&ME) Y —2%2 FD XS B TEHELTWET,

C UIGARATV LU b
77 AR DMRBNE D £,

e Y—NF TV ok
FEY—NERTA TV T, 7IRARI TV MZELET,

. “‘j‘—*/\“ﬁ‘}]/“'7oj]-7‘\ylﬁ Ik
P—NE2EREIA TV NT, VIAXE TV MZBLET,

e N—hE—hMVY—2ATVz |
FRY—NDONW HRERTA TV FT, $=NA TV MIBLET,

e XAV NT—IN—F 4> a VR )YY—AF TV ok

Iy M= NR—=F 4 ¥ a VRPEHEE RT ATV 27 T - A"F TV MZELE T,

s IN—=TATT LI b
RS —NERTA TV NT, VFARXA TV MIZELET,

« IN—TVY—AFA TV b

(AR —NDFED Y Y — 2 (NW, Fq Z2) 2RTATVz o N CON—TFTAT V2 MIRLET,

s EZRVY—AZFTV I B
B2 R ATV NT VAR A TV MIZELET,
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36 VV—R&IF?

CLUSTERPRO Tld, BT 2l SN 2MOMRETRTY Y =R, LU TERLET, ZOZ &Ik
D, X0 WIEICER/MERON S EZ XA TE 21ED, 7 7 AREEREERBEONIENES IR T, VY —
ZEFN=PE=PF VY= 2 T=INR=FT 4 2 a VRV V=, IN—=TVV—=ZA, E=ZRXRYV—ZAD4
DI NET, UTFIC 20K ERL 7,

36.1 n"—hE—K)Y—2

Y—NHT, BEVOEFZHRT2720DDY Y —ATY,
BFRIZEHEY R—FENTWAN— =YY —2 % ZLET,
e LANN—hPE—=RU V=X
Ethernet ZfJH L 7- @152 R L £ 7,
e 1= )NVE—RLAN N—FE—=hF UV —2A
Ethernet ZfJH L 7- @152 R L £ 7,
e COM N—bFE—=HFDUY—2Z
RS232C (COM) #RMHL 7-@fE2 R UL E T,
¢ TAAIN—RE—PI Y=
HET 4 A0 EORENSR—T 1 ay (TAAIN— b = EANR=—T 1Y a V) 2fAELBEEZRL E
T, AT+ AVBEOGEEDAFATEETT,
e BMCNh—bhE—=HKV V=2
BMC #MH T Ethernet ZF|H L7822 R LET, BMCON—FR 2 7ELF 77— T7HBRIGLT
WBIGEDAFFAAEETT,
e Witness N— hE—KF 1)V —2Z
Witness ' — Y —EARFHHWEL T BB — "D SHE L 2& T — N OBEREEZRLET,

362 XY NT—ONR—F 43 VER)Y—R

2V NI =IO NR—=FT 4 a VREBERRTE7-2OD) ) —A%2RLUET,
e PING 2y T —2)N—F 4 > a VR — A
PING FRIZE B2y b T =2 8—F 4 ¥ a VERY Y — 2T,
e HTTP % v b7 — 2 N—F 1 ¥ a VR ) VYV — 2
HTTP SRz & B2y VT =2 =F 1 ¥ a VY Y —ATY,
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363 JIL—TYYy—2

T ANF—NEFOIBOHA 5, T4 NV —NITV—T2EHTE) Y —ATT,

DPTRIZBHAEY R—=bENTWBEI V=TV Y =% RLET,

e Ju—5 4 V2 IP VY —2A (fip)

AR TP 7 RV AR LET, 2547V b5~ DOIP 7 KL RALRBRIZTY 22 ATEETT,
« EXEC Y YV — X (exec)

%% (DB. httpd. etc..) Z&ZE/IZILT 220D HHMAZRRMIL T,

o T4 A1) Y —Z (disk)

HET A AV LOIRES—T 1 vavzRfELET, AT 1 A2) BROGEDAFHARETT,
T—=F4 A2 )Y —Z (md)

T—TAAY EORENSR—T 42 avERHELET, (I 7—T 4 ZX2)BROBEDAFIHATRETT,

]

i

e N1 TV Y RF 4 A7 1YY —Z (hd)
HET+ AT, £/23T 1 AT LOIREAS—=T 1V avz2RHELUET, O 7V Y ) OSSO AFH
AHET Y,

e RV a—Lxx—Y ¥ YUY —2A (volmgr)
BEOA RN =V T 4 A7 % =20l ART + A7 L LTHRVWET,

¢ NAS VYV — A (nas)
NAS 4 —NEDHEFEV Y —ZA~NEH LU E T, (Z TAZT =B NAS DY — i UTREHEHES )YV —2A
TlEHY EEA, )

o KA TIP VY —Z (vip)

AR IP 7 FLVAZRELET, 2747V b2 oI3—RDIP 7 FLALREMKIZT 72 AA[RE T,
Iy RT =0T RUVADRRDZ 2T AV MNUTEWES 7 AR 2T 2561 HLET,

e AT Y)Y —A (vm)

R~ v oH), Eik, <1 7L —YarvEFVET,

XA+ 3w 2 DNS VY —2Z (ddns)
Dynamic DNS ¥ — NIZRAER A b EFEMES — "D P 7 FL 2285 LU £ 7,

AWS Elastic IP V) ) — & (awseip)
AWS T CLUSTERPRO % R 5354, Elastic IP(BA'R, EIP) 215§ 2{:fHAZERMEL £,

AWS KA TP V) YV — X (awsvip)
AWS T CLUSTERPRO KT 556, (KB IP(LAF, VIP) 2153 2{flAaz R4t L £,

AWS DNS V) ¥V — A (awsdns)
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AWS T CLUSTERPRO % |3 %5554, Amazon Route 53 IZ/RAEA A MG & EMEY— "D IP 7 L A
BELET,

e Azure 7H— 7R — VY —Z (azurepp)
Microsoft Azure ['C CLUSTERPRO % FIH 3 285564, EBVHKE T2/ — NTREDFR— M 2HIKT 5t
FAZRAEL £,

¢ Azure DNS Y ¥V — A (azuredns)
Microsoft Azure |- CLUSTERPRO % f[fH 3 5454, Azure DNS (ZRAEA X M &GS — D IP 7 K
VAZEIRLET,

* Google Cloud 1RARE TP V) ¥ — & (gevip)
Google Cloud Platform |- CLUSTERPRO % I3 256, EHEIB@T 5/ — FTRED KR — b 2 HK
THMAMAZRMEL T,

* Google Cloud DNS Y/ — X (gcdns)
Google Cloud Platform =T CLUSTERPRO % ¥/ 9 %534, Cloud DNS (ZRAEAF A b & EEEY — D
IP7 RLVAZERLET,

* Oracle Cloud {KA8 IP Y ¥ — A (ocvip)

Oracle Cloud Infrastructure -C CLUSTERPRO % FIfH§ 24546, EBVBE TS/ — N TREDE—- %2
BT DM AZIRMEL 9,

364 E=-4%Y)Y—2R

IIARY AT LNT, BHEITS > ERTHBEY Y —ATT,
UTFICHEYR—PFENTWBEE=ZX Y)Y —2%RLULET,

e 7U—F 4 VI IPE=ZRY Y —Z (fipw)

Ja—F 4V IP VY —ATERHUKZIP 7 N ADERBEZIZMEL £,

s IPE=X Y —ZA (ipw)

D IP 7 KL ADEHMREZ R4 L £ 9,

e F4AZEZXY Y —A (diskw)

T4 AT DERBEEZRIELEST, HET 1 A70EHICBRHEAINE T,
F—F 4 ATEZXY Y —A (mdw)
T—T 14 AT DEFEE R R L £ 7,

]

]

]

T—T 4 A I3 MEZRY Y —RA (mdnw)
F—F 4 A2 A7 N DELEHERRIL X7,

]
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e N1 TVY RF 4 AZE=ZY Y —2A (hdw)
NATVw RF 4 A7 DERBEEZIRIEL 7,
e NI TV RF4 A7 a%x27 hEZ=XY Y —Z (hdnw)
N1 TV RF 4 A7 337 b DEGBKREEREMILL £,
« PID E=% Y Y —2 (pidw)
EXEC VY —ATHEE L7 70 ZDOIIEERBREZEEL £,
o I —YZEHE=XY Y —A (userw)
I—YEMOA N —IVESEREZ ML T,
e NIC Link Up/Down €=%& 1) ¥/ — X (miiw)
LAN 7 =70 DV ¥ 7 A5 — X ADE K2R L £ 7,
e R a—LYRX—V¥YE=XY Y —ZA (volmgrw)
BEDOA N —URF 4 A7 DEREHZREL T,
e YILFR—=Ty hEZXY Y —Z (mtw)
BEOE=X)Y =A% R AT— R A%BHLET,
o RAIP E=& Y Y — A (vipw)
RAETIP VY —ADRIP N7y b 2EHTAHMEIRIEL 7,
¢ ARP E=X YUY —2A (arpw)
Ta—F 4T IP VY —AFHIIMEMIP Y Y —AD ARP S7 v b 2 AT 22 RMEL 7,
¢ NARLEZXY Y —A (genw)

BB 2175 2~ Y FRA 2 ) T D5 25610, TOEMERRIZL D VAT A2 HHT o2 AL
ES I

o RIS Y VEZZY Y —Z (Vmw)
AR~ Y Y DGR EITVET,
o NPT =X Y —Z (mrw)
"EEFEEEMIZERICFET T 5 REREEORE" & "RE L@ D Cluster WebUI ZR" 2 FEBLT 572
HDE=ZLZYY—ATT,
« 4+ 32 DNS =&Y Y —2 (ddnsw)
EHHRYIZ Dynamic DNS ¥ — NIZREEF A M ETEEY — "D IP 7 F L A2 F8 L £ 7,
e THRAZLE=LRY Y —A (psw)
TR A& ERET LI LT, RO 70 ADIEERERE 2RI L £,

« BMC €E=4% Y Y —X (bmcw)
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EHINTWS BMC OIEESRERE R L £9°,
* DB2 E=%& YUY — X (db2w)

IBMDB2 5 — X R—ANDEGBEREZ AL 7,
o ftp E=X Y YV —X (ftpw)

FTP ¥ — N~ OEEGEHEZ R L £ 7,
e http E=% Y Y — X (httpw)

HTTP % — N~ DOEEGIMHE 2 24 L £ 9,
e imap4 E=X Y YV — A (imapdw)

IMAP4 H— NADEGIRHEZ FRt U £ 9,
e MySQL €E=X U VYV —2Z (mysqlw)

MySQL 57— & R— 2D EEHEE 2 L £ 5,
e nfs E=X Y Y —X (nfsw)

nfs 7 7 1 VP —NADEGAMEE R R L 2T,

¢ Oracle €E=4& Y Y — A (oraclew)
Oracle T — XA R—ZA~NDEHBEA2RMAL £7,

* Oracle Clusterware FIfIEHE =X YV — A (osmw)
Oracle Clusterware #7002 ZADEH & A VNS y FIERFAMBHEZ 20U £ 9,
e pop3 E=X YUY —2A (pop3w)
POP3 % — N~ Z 520 L £,
* PostgreSQL E=%& 1 Y — X (psqlw)
PostgreSQL 57— X X — ANDEGERE 2 ML £ 9,
e samba E=X 1V — X (sambaw)
samba 7 7 A VY — NADE AR L 9,
e smtp E=X Y Y — A (smtpw)
SMTP ¥ — N~DEEGIBE 2 2L L £ 3,
e Sybase E=X VY — X (sybasew)
Sybase 7 — X R— ANDE G2 L £ 9,
e Tuxedo E=& Y YV — X (tuxw)
Tuxedo 7 SV r—3 3 Y — NAQEMBREZ BRI L 9,
* Websphere E=4% 1 YV — X (wasw)
Websphere 7 7'V 77— a VY — NAOEGEMMN 2RI L 5,
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e Weblogic E=% 1 Y — X (wlsw)
Weblogic 7 7'V 77— a VY — ANADOE GBI L £,

L]

WebOTX £E=& VYV — X (otxw)
WebOTX 7 7V 75— a v — N"~OEGEEZRIEL £ 3,
* JVM =X 1Y — X (jraw)
Java VM ~DEEitME 2 2L L £ 7,
e VAT LEZRY Y — A (sraw)
VAT LRKRD Y Y — ANDEMRE AR L 7,

L]

TOE AV Y —=ZAE=XY) Y — A (pstw)

Tat ZHB DY Y — ZAANDEG B R L £ 9,

e AWS Elastic IP €= & 1) ¥/ — X (awseipw)

AWS Elastic IP V) ¥V — ATl 5. U7 EIP OG22t L £ 9,

L]

AWS A TP E=X Y YV — A (awsvipw)
AWS (KA IP VY — A TfI 5 U7z VIP O BB 2 24t L £ 9,

L]

AWS AZ £=% Y YV — X (awsazw)
Availability Zone(LA N, AZ) DEEHBREZRMLL £ 7,

AWS DNS =4V /) — X (awsdnsw)
AWSDNS VY — A TG UK A N L IP 7 L ADEGMRE 2R L 7,

Azure 70 —7R—ME=X 1V YV — A (azureppw)
Azure 7H—7 R —F )Y —=ZADEEFHLTWE /) — Nz LT, 7u—7F— MO Z L £3,

Azure O — KNS VU A€ =X 1)/ — A (azurelbw)

Azure 7O —TR—=F YV =APEBL TRV —RIZH LT, 7o—7 K=t HEUK— bFSHEH
BMEINTVWRVWHIDEERBEZ IR L 9,

¢ Azure DNS £E=4& 1 Y — A (azurednsw)

Azure DNS VY — A THNEG U7RIEARA MG E TP 7 R L ADQEHRBREZ 12450 £ 9,

 Google Cloud A& IP £ =X 1) ¥ — R (gcvipw)
Google Cloud fRARIP VYV —ADEE L TW3B / — FIZx U T, JETEEL D72 DR — b OBESIRNG & 2 it
b i ‘—5—0

* Google Cloud B — KN UV ZXAE=X Y Y — X (gclbw)
Google Cloud A TP VY —AMEEI L TWRW/ — RIZH LT, ANVAF =y ZHFR— M ERAUFR— ME
BRI NTWARWD OGN Z 12U 7,
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* Google Cloud DNS =% YV — A (gcdnsw)
Google Cloud DNS UV YV — A TCHE U RAEAR A ML IP 7 KL ADERBEMEZ R L £ 4,

* Oracle Cloud fRAE IP E=X YV — X (ocvipw)
Oracle Cloud AR IP V) Y —ADSEEI L TW5 J — RIZH LT, BIEEMD 2o DR — b D ERE % 24t
b i j_o

e Oracle Cloud B — RN Y AE=X Y — A (oclbw)
Oracle Cloud fRFE 1P V) YV —ZAHEEHI L TR W/ — NIz LT, ANVAF v ZHAR—FERUR—-E
SRR E N T WAV DOEAEHEZ IR L £ 5,
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3.7 CLUSTERPRO 586 & 5!

LAk CLUSTERPRO Offi 7232 T L % U 7=,

DB IZ, ATFOmNIZREW, WIS 2 H A R2iHAED LA S CLUSTERPRO 2HH LU~ 5 A X Y AT LD
AT TLEEI N,

3.7.1 HFIBEHROMHER

AKHA KD T4, CLUSTERPRO DENMERIE], [5. &F/N\—Y 3 VIERI. (6. TEHIREIE], [7. 7v T L—R
Flg] 2BRLTLEEX N,

3.7.2 V529 Y AT LDHE

[V ADN=NEBREHA KL O (VAT LERERET S, (7T ARVATFLE2HHTE) BLO

TV 77 VY AHARI D V=)V —20FM|. TT=X VY —ZADFHMI. [N—FrE—FrV Y —ADEE
MWl Txy NI =0 R=F 1> a VPR Y —ZAOFMI, [ZOMOBEERI BELO IN—FTc7HEHET 1 N
ZZIBLUTLEI W,

373 VS RIV AT LDIESE

[ VA N=N&REHA K] DEFEEZ|LTLIEX W,

3.7.4 /5249 AT LADERREBEOEENG

IAYFFUAITAR) O TRFHE#R] BLOT TV 77 VY AAARI DO ThIF TN a—T4 07 [27—Ay
YR 2BRLTIEST Y,
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41 N—Ko 7

CLUSTERPRO ZLAFRDT —F 727 F v DY —NTEIEL £7,
* x86_64
* IBM POWER (Replicator, Replicator DR, iIfiT}iZ, Database Agent EASRD Agent &K KR — 1)

« IBM POWER LE (Replicator, Replicator DR, fiTMZ, % Agent iKY HR— 1)

411 ARv Y

CLUSTERPRO Server TRER ARy Z X NElD@EH TY,

RS-232CHR—F 12 B/ —FHUEDI 5 AR ZHEBET ZGEIIAE)
e Ethernet F— b 2 DA E
« HHEF 1 R

T—HT A7 FlE I T —HEERA—-F s ay

]

CD-ROM K Z 4 7

4.1.2 NX7700x >') — X & DEHISHIG L 7= —N

BMC N—hE—= )Y —=2B X OINBEEEE =X Y Y — 2D NXT700x >V — ZEEEREEE DR A AT e 22 ¥ — N1
TRIOEY TF, ABEREX Tl OV — "B TIRRIATE $E A,

Y= =23

NX7700x/A2010M | D7 7 — L7 =77 v 7F—hLTLE X W,
NX7700x/A2010L | D77 —L T = TIZT v 7F— b LTLEZ W,
NX7700x/A3012M | B&H D7 7 —L T 7T v 7T —bhLTLEE W,
NX7700x/A3012L | &H D7 7 =LV TIZT7 v 7T — L TLEE W,
NX7700x/A3010M | SO 7 7 — L7 =727 v 75— LTLEX W,
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4.1.3 Express5800/A1080a,A1040a > ') — X & DEHEICK G L 7= —\

BMC N—hE =1 VUV —ABICPHEFEEE =X Y Y — ZAD Express5800/A1080a,A1040a > V) — X EEFLREDS
FARRERY — NIETEOM®D T, AEREIE TEOY — "D TIFRIHATE £8A,

H—n w%

Express5800/A1080a-E | BH D7 7 —L Uz TIZT vy 7T —hLTLZIW,
Express5800/A1080a-D | BHF D7 7 —L Uz TIZT vy 7T —hFLTL I,
Express5800/A1080a-S | BHF D7 7 —L VU TIZT Yy 7T —hLTL I,
Express5800/A1040a BHEDT 7 =Lz TIZTy 7F—=h LTI,
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4.2 V7 b7

4.2.1 CLUSTERPRO Server O gi{Eizis

422 gl T4« A MY 21— 3> & Kkernel

JE#R: CLUSTERPRO X @ CD #AIZ 1%, # L\ kernel iIZHIGL 72 ripm & ENTWARWEELEH D T, &
FERBETOD kernel X\—Y 3 VY & RED [ EMFAIEEART 4« A MY E2—2 3V & kernel | ZHERLTWZEE,
[CLUSTERPRO Version] (ZFE# I NTWB/N—Y 3 2 A& U7z Update DA %2 BV L ET,

CLUSTERPRO M E ® kernel €Y 22— »3% % 7-%, CLUSTERPRO Server D #{E#EEE 1% kernel €Y 2 — )LD
N=Va VIKFLET,

CLUSTERPRO (213 FE2 DM H kernel EY a2 —23H b £,

ME kernel €Y1 —JL Bl
B —%)VE—F LAN | =X NVE—RLANNN—hE—=HFYV—ATHALZT,
N—=FE—=FRKFAN

Keepalive N7 1 /N

I—WEHE=XD Y — AL FIEL UT keepalive 2 EIR U725 IFHHAL
ES I

Ty v bR VEROERGEE UT keepalive # IR L7254 I1ICHHL £ 9,

S—F A A VY —ATHHLET,

11
i
[
-
NI
N
N
e
11

BIEMRFEADT A A M) Ea—Ya v kernel X—V a3 VIZDOWTIE, LFDO Web 34 F2BBLTLEX W,

CLUSTERPRO #/#% Web ¥ k
— CLUSTERPRO X
— BHPEERET
— Linux #/EERER

SE#R: CLUSTERPRO »* %53 % CentOS @ kernel /N— 3 a > 1%, Red Hat Enterprise Linux @ X & kernel /3 —
VavaMERL T ZEW,
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423 ERA T a v OBEEERFT T r— a v 1ER

EZR) Y= ADEBRNROT TV r—2arnnN—Ta vOIER

x86_64

E=4YV—2R (e
BERNRD CLUSTERPRO
TIN5 —vay Version

Oracle =X Oracle Database 12c Release 1 (12.1) 4.0.0-1~
Oracle Database 12c Release 2 (12.2) 4.0.0-1~
Oracle Database 18c (18.3) 4.1.0-1~
Oracle Database 19¢ (19.3) 4.1.0-1~

DB2 E=X DB2 V10.5 4.0.0-1~
DB2 V11.1 4.0.0-1~
DB2 V11.5 4.2.0-1~

PostgreSQL £ =% PostgreSQL 9.3 4.0.0-1~
PostgreSQL 9.4 4.0.0-1~
PostgreSQL 9.5 4.0.0-1~
PostgreSQL 9.6 4.0.0-1~
PostgreSQL 10 4.0.0-1~
PostgreSQL 11 4.1.0-1~
PostgreSQL 12 4.2.2-1~
PowerGres on Linux 9.1 4.0.0-1~
PowerGres on Linux 9.4 4.0.0-1~
PowerGres on Linux 9.6 4.0.0-1~
PowerGres on Linux 11 4.1.0-1~

MySQL £E=% MySQL 5.5 4.0.0-1~
MySQL 5.6 4.0.0-1~
MySQL 5.7 4.0.0-1~
MySQL 8.0 4.1.0-1~
MariaDB 5.5 4.0.0-1~
MariaDB 10.0 4.0.0-1~
MariaDB 10.1 4.0.0-1~
MariaDB 10.2 4.0.0-1~
MariaDB 10.3 4.1.0-1~
MariaDB 10.4 4.2.0-1~

Sybase € =X Sybase ASE 15.5 4.0.0-1~
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R AA-FIOR—IDLDIEE

E=ZHYVY—2R wE
BERNRD CLUSTERPRO
T ir—vav Version
Sybase ASE 15.7 4.0.0-1~
SAP ASE 16.0 4.0.0-1~
SQL Server € =X SQL Server 2017 4.0.0-1~
SQL Server 2019 4.2.0-1~
samba £ =X Samba 3.3 4.0.0-1~
Samba 3.6 4.0.0-1~
Samba 4.0 4.0.0-1~
Samba 4.1 4.0.0-1~
Samba 4.2 4.0.0-1~
Samba 4.4 4.0.0-1~
Samba 4.6 4.0.0-1~
Samba 4.7 4.1.0-1~
Samba 4.8 4.1.0-1~
Samba 4.13 4.3.0-1~
nfs E=X nfsd 2 (udp) 4.0.0-1~
nfsd 3 (udp) 4.0.0-1~
nfsd 4 (tcp) 4.0.0-1~
mountd 1(tcp) 4.0.0-1~
mountd 2(tcp) 4.0.0-1~
mountd 3(tcp) 4.0.0-1~
http €= X N—3a VIRERL 4.0.0-1~
smtp =X N—2a VIRERL 4.0.0-1~
pop3 E=ZX N—2a VIRERL 4.0.0-1~
imap4 £=X N—2a VIRERL 4.0.0-1~
ftp E= X N—Va VIgEHEL 4.0.0-1~
Tuxedo € =X Tuxedo 12¢ Release 2 (12.1.3) 4.0.0-1~
Weblogic € =% WebLogic Server 11g R1 4.0.0-1~
WebLogic Server 11g R2 4.0.0-1~
WebLogic Server 12¢ R2 (12.2.1) 4.0.0-1~
WebLogic Server 14c¢ (14.1.1) 4.2.0-1~
Websphere £ = X WebSphere Application Server 8.5 4.0.0-1~
WebSphere Application Server 8.5.5 4.0.0-1~
WebSphere Application Server 9.0 4.0.0-1~
WebOTX =4 WebOTX Application Server V9.1 4.0.0-1~
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64

% 4 = CLUSTERPRO DOEI{ERE




CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

R AA-FIOR—IDLDIEE

TSIV VY—2R wE

BERNRD CLUSTERPRO

T ir—vav Version

WebOTX Application Server V9.2 4.0.0-1~

WebOTX Application Server V9.3 4.0.0-1~

WebOTX Application Server V9.4 4.0.0-1~

WebOTX Application Server V10.1 4.0.0-1~

WebOTX Application Server V10.3 4.3.0-1~

JVM =X WebLogic Server 11g R1 4.0.0-1~

WebLogic Server 11g R2 4.0.0-1~

WebLogic Server 12¢ 4.0.0-1~

WebLogic Server 12¢ R2 (12.2.1) 4.0.0-1~

WebLogic Server 14c¢ (14.1.1) 4.2.0-1~

WebOTX Application Server V9.1 4.0.0-1~

WebOTX Application Server V9.2 4.0.0-1~ PASE S
TN—"F
B
i We-
bOTX
update
L E

WebOTX Application Server V9.3 4.0.0-1~

WebOTX Application Server V9.4 4.0.0-1~

WebOTX Application Server V10.1 4.0.0-1~

WebOTX Application Server V10.3 4.3.0-1~

WebOTX Enterprise Service Bus V8.4 4.0.0-1~

WebOTX Enterprise Service Bus V8.5 4.0.0-1~

WebOTX Enterprise Service Bus V10.3 4.3.0-1~

JBoss Enterprise Application Platform 7.0 4.0.0-1~

Apache Tomcat 8.0 4.0.0-1~

Apache Tomcat 8.5 4.0.0-1~

Apache Tomcat 9.0 4.0.0-1~

WebSAM SVF for PDF 9.0 4.0.0-1~

WebSAM SVF for PDF 9.1 4.0.0-1~

WebSAM SVF for PDF 9.2 4.0.0-1~

WebSAM Report Director Enterprise 9.0 4.0.0-1~

WebSAM Report Director Enterprise 9.1 4.0.0-1~
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BERNRD CLUSTERPRO
T ir—vav Version
WebSAM Report Director Enterprise 9.2 4.0.0-1~
WebSAM Universal Connect/X 9.0 4.0.0-1~
WebSAM Universal Connect/X 9.1 4.0.0-1~
WebSAM Universal Connect/X 9.2 4.0.0-1~
VATLEZXR N—a VIEEMHL 4.0.0-1~
T AV Y —RAE | N—=Va VIFEEL 4.1.0-1~
=X

SER: x86_64 BREICHitiA 7> a v & TRHINAGE, BiNROT 7)) r—2 a3 % x86_64 DT 7Y 75—

YarvEIHHLEE W,

IBM POWER

E=S)VY—2R "%
ERTRD CLUSTERPRO
TV r—vav Version

DB2 £=% DB2 V10.5 4.0.0-1~

PostgreSQL £ =% PostgreSQL 9.3 4.0.0-1~
PostgreSQL 9.4 4.0.0-1~
PostgreSQL 9.5 4.0.0-1~
PostgreSQL 9.6 4.0.0-1~
PostgreSQL 10 4.0.0-1~
PostgreSQL 11 4.1.0-1~

EMR: IBM POWER BT

DT TVr—aviE ZTHHLEZ N,

EiA T ave ZRHEINSGA, BHNROT 7Y 77— a % IBM POWER fi
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424 RIE<T VY —RADENMFIRE

A8~ > > ) — ZADEEMERR 217 o T AREYL R DN — 2 a Ui e FRliciRR L £,

RA8(L B8R N=Y3v e
CLUSTERPRO
Version
vSphere 5.5 4.0.0-1~ H M OH
OS » &
#HTT,
6.5 4.0.0-1~ (=g |
OS » &
wTY,
XenServer 6.5 (x86_64) 4.0.0-1~
KVM Red Hat Enterprise Linux 6.9 (x86_64) 4.0.0-1~
Red Hat Enterprise Linux 7.4 (x86_64) 4.0.0-1~

SEFR: XenServer 5 A b T CLUSTERPRO % i3 254, L NOBENFHTE FHA,
e J—FX)NVE—RLANN—FE—=FJ V=2

T=TAARAIVY—=AINATYY RT AT Y)Y —A

.
]l

o I —YEME=XY Y — R (keepalive/softdog /i)

o Vv v XY VEE (keepalive/softdog /=)

4.2.5 JVM =4 OBFIRIR

JVM E= X 2fiH T 525&121%. Java ETEEABETY, £7z. JBoss Enterprise Application Platform @ K X
1 vE—F2EHT 5541, Java(TM) SE Development Kit 2S5 Z T3,

Java(TM) Runtime Environment Version 7.0 Update 6 (1.7.0_6) LAFE
Java(TM) SE Development Kit Version 7.0 Update 1 (1.7.0_1) AR
Java(TM) Runtime Environment Version 8.0 Update 11 (1.8.0_11) BAR
Java(TM) SE Development Kit Version 8.0 Update 11 (1.8.0_11) BAR
Java(TM) Runtime Environment Version 9.0 (9.0.1) BAR%

RDR—I i<
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R AT -FIDOR—IDLDIEE

Java(TM) SE Development Kit Version 9.0 (9.0.1) BAR%
Java(TM) SE Development Kit Version 11.0 (11.0.5) LARE
Open JDK

Version 7.0 Update 45 (1.7.0_45) BAB#
Version 8.0 (1.8.0) DA%
Version 9.0 (9.0.1) DAR%

JVM £=& 10— PN R OBIEMR 217 o 70— RANS U 2 FRUICIRR L XY,

x86_64

A—KNZ VY ]
CLUSTERPRO
Version

Express5800/L.B400h AR 4.0.0-1~

InterSec/LB400i LAR% 4.0.0-1~

BIG-IP v11 4.0.0-1~

CoyotePoint Equalizer 4.0.0-1~

4.2.6 AWS ElasticIP ')V —Xx, AWS &% IP ')V —X. AWS ElasticIP €E=% ")V —2X,
AWS R7EIP €E=% ")V —X. AWS AZ £=% YV —RDEFIRIE

AWS ElasticIP VY — A, AWS R TP VYV — A, AWS ElasticIP €E=&1J Y —Z, AWS{REIP E=%1 Y —
A, AWSAZ E=Z VY — A2 2581213 IOV 7 bV 2 7 HBRBETY,

YIhozT Version e
AWS CLI 1.6.0~

RDOR—T |7 <
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vVIhozxr

Version

"%

Python

2.6.5~
2.7.5~
352~
3.6.8~
3.8.1~
3.8.3~

AWS CLI £} )8 @
Python (&R [

AWS ElasticIP VYV — A, AWS KA IP VY — A, AWS ElasticIP E=4& VY —A, AWS{KMEIP E=%41) YV —
A, AWS AZ E=& )Y — ADEEMEZREZIT > 72 AWS ED OS DN—Y a3 ViEHRZ FallilfERm L £ T,
CLUSTERPRO i H ® kernel € 2 —H % %728, CLUSTERPRO Server D #{EE:EE 1T kernel €Y 2 — )LD

N=Ta VKFELET,

AWS LD OS BHHEIIN=Y a0 Ty TEND7H, BETELRWEEVREL £,

B EMERRTEAD kernel N— a3 » OfEHRIZ, [ BETRERT A A MY E2—2 3V & kernel | ZBBUTL K

ERAN
x86_64
FA4RAMN)Ea—vaY e
CLUSTERPRO
Version
Red Hat Enterprise Linux 6.8 4.0.0-1~
Red Hat Enterprise Linux 6.9 4.0.0-1~
Red Hat Enterprise Linux 6.10 4.1.0-1~
Red Hat Enterprise Linux 7.3 4.0.0-1~
Red Hat Enterprise Linux 7.4 4.0.0-1~
Red Hat Enterprise Linux 7.5 4.1.0-1~
Red Hat Enterprise Linux 7.6 4.1.0-1~
Red Hat Enterprise Linux 7.7 4.2.0-1~
Red Hat Enterprise Linux 7.8 4.3.0-1~
Red Hat Enterprise Linux 8.2 4.3.0-1~
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CLUSTERPRO
Version
Cent OS 6.8 4.0.0-1~
Cent OS 6.9 4.0.0-1~
Cent OS 6.10 4.2.0-1~
Cent OS 7.3 4.0.0-1~
Cent OS 7.4 4.0.0-1~
Cent OS 7.5 4.1.0-1~
Cent OS 7.6 4.2.0-1~
SUSE Linux Enterprise Server 11 SP3 4.0.0-1~
SUSE Linux Enterprise Server 11 SP4 4.0.0-1~
SUSE Linux Enterprise Server 12 SP1 4.0.0-1~
SUSE Linux Enterprise Server 12 SP2 4.1.0-1~
SUSE Linux Enterprise Server 12 SP4 4.2.0-1~
SUSE Linux Enterprise Server 15 SP1 4.2.0-1~
Oracle Linux 6.6 4.0.0-1~
Oracle Linux 7.3 4.0.0-1~
Oracle Linux 7.6 4.2.0-1~
Ubuntu 14.04.LTS 4.0.0-1~
Ubuntu 16.04.3 LTS 4.0.0-1~
Ubuntu 18.04.3 LTS 4.2.0-1~
Amazon Linux 2 4.1.0-1~

427 AWSDNS ')V —X, AWSDNS £=%") YV —XDEFIRIE

AWSDNS VYV —Z, AWSDNS €E=& VY —ZX%&fHT 255121, AFOY 7 b = 7HBRBETT,

VI7hozT Version &%
AWS CLI 1.11.0~
Python (Red Hat Enterprise Linux 6, Cent OS 6, SUSE Linux En- AWS CLI & @
terprise Server 11, Oracle Linux 6 D¥5& 2.6.6~ Python 1A ]
3.6.5~
3.8.1~
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R 411 -FIOR—IUDLDHEE

VIhoxT Version wE
Python (Red Hat Enterprise Linux 6, Cent OS 6, SUSE Linux En- AWS CLI &8 @
terprise Server 11, Oracle Linux 6 YA D5 E 2.7.5~ Python (ZAH]
3.5.2~
3.6.8~
3.8.1~
3.8.3~

AWSDNS VYV —2A, AWSDNS €£=%& VY — ADHEEMERZ1T 572 AWS ED OS D=2 3 UiE#HE Nl

~LET,

CLUSTERPRO #H ® kernel €Y 2 — 5% %728, CLUSTERPRO Server D #I{EEEE 1T kernel €Y 2 — )LD

W=D a VIEFLE T,

AWS ED OS IFHZIZN=Va v Ty 7E3NddH, BETERWGAELREELET,
BEMEGRIE A D kernel /N— Y a Y OREHRIE, [ EMEAEERT 1 A M) Ea—Y3 V& kernel | #8JRLUTL 7R
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CLUSTERPRO
Version
Red Hat Enterprise Linux 6.8 4.0.0-1~
Red Hat Enterprise Linux 6.9 4.0.0-1~
Red Hat Enterprise Linux 6.10 4.1.0-1~
Red Hat Enterprise Linux 7.3 4.0.0-1~
Red Hat Enterprise Linux 7.4 4.0.0-1~
Red Hat Enterprise Linux 7.5 4.1.0-1~
Red Hat Enterprise Linux 7.6 4.1.0-1~
Red Hat Enterprise Linux 7.7 4.2.0-1~
Red Hat Enterprise Linux 7.8 4.3.0-1~
Red Hat Enterprise Linux 8.2 4.3.0-1~
Cent OS 6.8 4.0.0-1~
Cent OS 6.9 4.0.0-1~
Cent OS 6.10 4.2.0-1~
Cent OS 7.3 4.0.0-1~
Cent OS 7.4 4.0.0-1~
Cent OS 7.5 4.1.0-1~
Cent OS 7.6 4.2.0-1~
SUSE Linux Enterprise Server 11 SP3 4.0.0-1~
SUSE Linux Enterprise Server 11 SP4 4.0.0-1~
SUSE Linux Enterprise Server 12 SP1 4.0.0-1~
SUSE Linux Enterprise Server 12 SP2 4.1.0-1~
SUSE Linux Enterprise Server 12 SP4 4.2.0-1~
SUSE Linux Enterprise Server 15 SP1 4.2.0-1~
Oracle Linux 6.6 4.0.0-1~
Oracle Linux 7.3 4.0.0-1~
Oracle Linux 7.6 4.2.0-1~
Ubuntu 14.04.LTS 4.0.0-1~
Ubuntu 16.04.3 LTS 4.0.0-1~
Ubuntu 18.04.3 LTS 4.2.0-1~
Amazon Linux 2 4.1.0-1~
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428 Azure 7O—7HR—KrYY—2R, Azure 7O0—THR—rE=Z¥1)Y—X, Azure O— R
NSYREZYY) Y —RDOEERE

Azure 7O —7 R —FV V=R Azure 7O—T R —-FEZLRX VY =R, Azure H— RNTFVAE=RY Y —AD
B EMERR % 17 - 72 Microsoft Azure ED OS D= 3 VIEHZ FidiZignR U 7,

CLUSTERPRO | @ kernel € ¥ 2 — )L A% % 728, CLUSTERPRO Server D#){FEi 13 kernel € a2 — )LD
N=Ua VKIFL T,

Microsoft Azure ED OS (FBHEIIN—Va v Ty FINd7d, BECELVEAPREEL T,
BIEHER T AD kernel N— 3 Y OMERIE, [4.22. BIEAIEERT « AN Y Ea—2 3 v & kernel ] 228U TL
I,

x86_64
F4AN)E2I—YaY wE
CLUSTERPRO
Version
Red Hat Enterprise Linux 6.8 4.0.0-1~
Red Hat Enterprise Linux 6.9 4.0.0-1~
Red Hat Enterprise Linux 6.10 4.1.0-1~
Red Hat Enterprise Linux 7.3 4.0.0-1~
Red Hat Enterprise Linux 7.4 4.0.0-1~
Red Hat Enterprise Linux 7.5 4.1.0-1~
Red Hat Enterprise Linux 7.6 4.1.0-1~
Red Hat Enterprise Linux 7.7 4.2.0-1~
Red Hat Enterprise Linux 7.8 4.3.0-1~
Red Hat Enterprise Linux 8.2 4.3.0-1~
CentOS 6.8 4.0.0-1~
CentOS 6.9 4.0.0-1~
CentOS 6.10 4.1.0-1~
CentOS 7.3 4.0.0-1~
CentOS 7.4 4.0.0-1~
CentOS 7.5 4.1.0-1~
CentOS 7.6 4.1.0-1~
Asianux Server 4 SP6 4.0.0-1~
Asianux Server 4 SP7 4.0.0-1~
Asianux Server 7 SP1 4.0.0-1~

ROR—T |2 <

42. VI ~ozx7T 73



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

R 413 -FIOR—IUDSDHEE

TA4ARN)Ea—YaY wE
CLUSTERPRO
Version

Asianux Server 7 SP2 4.0.0-1~

Asianux Server 7 SP3 4.2.0-1~

SUSE Linux Enterprise Server 11 SP3 4.0.0-1~

SUSE Linux Enterprise Server 11 SP4 4.0.0-1~

SUSE Linux Enterprise Server 12 SP1 4.0.0-1~

SUSE Linux Enterprise Server 12 SP2 4.1.0-1~

SUSE Linux Enterprise Server 12 SP4 4.2.0-1~

SUSE Linux Enterprise Server 15 SP1 4.2.0-1~

Oracle Linux 6.6 4.0.0-1~

Oracle Linux 7.3 4.0.0-1~

Oracle Linux 7.5 4.1.0-1~

Oracle Linux 7.7 4.2.0-1~

Ubuntu 14.04.LTS 4.0.0-1~

Ubuntu 16.04.3 LTS 4.0.0-1~

Ubuntu 18.04.3 LTS 4.2.0-1~

Azure 70— 7 K— bV Y — 2O E{EMEFR % 1T > 7= Microsoft Azure LD F a1 EF V% Rl @R L £ T,
O — RANT Y —DBI51EIE Microsoft @ R F 2 A > b (https://azure.microsoft.com/ja-jp/documentation/articles/
load-balancer-arm/) &ML T Z X\,

x86_64
F7a4 EFI =5
CLUSTERPRO
Version
Y =AY 32— v — 4.0.0-1~ O— RS U —DBEIn»nE

74

% 4 = CLUSTERPRO DOEI{ERE


https://azure.microsoft.com/ja-jp/documentation/articles/load-balancer-arm/
https://azure.microsoft.com/ja-jp/documentation/articles/load-balancer-arm/

CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

429 Azure DNS 'JYV— X, Azure DNS =% 1) Y —XDOFFIRE

Azure DNS VY — A, Azure DNS E=X VY —AZ2FHAT2HE5ITIE. AFROY 7 MY =2 T7HBETT,

YIhozT Version e

Azure CLI (Red Hat Enterprise Linux 6, Cent OS 6, Asianux Server | 1.0~ Python (Z A2
4, SUSE Linux Enterprise Server 11, Oracle Linux 6 O34
Azure CLI (Red Hat Enterprise Linux 6, Cent OS 6, Asianux Server | 2.0~
4, SUSE Linux Enterprise Server 11, Oracle Linux 6 AAA D&

Azure CLI 1.0 (Azure 27 5 ¥ v 2 CLI) 13JEHEBE L 725 72728, Azure CLI2.0 D HZ#EL £3, ML T 2
ZIUTLEI W,

% Azure CLI # 5D 3E

https://docs.microsoft.com/ja-jp/cli/azure/cli- versioning-identifiers ?view=azure- cli- latest

Azure CLI ORi#ESME. 1 VA M=V AEEUT2Z2SB LT EE W,
Azure CLID A1 Vv A s —)b:

https://docs.microsoft.com/ja-jp/cli/azure/install-azure-cli?view=azure-cli-latest

Azure DNS VYV — X, Azure DNS € =% V)V — 2D E{EHER % 17 - 72 Microsoft Azure LD OS D/N— 3 Vi
WE TNRICERRLET,

CLUSTERPRO #E @ kernel € ¥ 2 — )L A% % 72, CLUSTERPRO Server D {EE 13 kernel € 2 — )LD
N=Ta VIRIFLET,

Microsoft Azure @ OS (FHBIIN—Va v Ty FE3Nd7d, BETERVEAEPRELET,
BVERERE A D kernel N— 3 v OfFRIE. [T EERIGERT A AN E1—Y 3 v & kernel | 25U TL 7
AN

x86_64

42. VI ~ozx7T 75


https://docs.microsoft.com/ja-jp/cli/azure/cli-versioning-identifiers?view=azure-cli-latest
https://docs.microsoft.com/ja-jp/cli/azure/install-azure-cli?view=azure-cli-latest

CLUSTERPRO X 4.3 for Linux
RE—=KNTyTHAR, V)= 1

F4AMN)E2—YaY wE
CLUSTERPRO
Version
Red Hat Enterprise Linux 6.8 4.0.0-1~
Red Hat Enterprise Linux 6.9 4.0.0-1~
Red Hat Enterprise Linux 6.10 4.1.0-1~
Red Hat Enterprise Linux 7.3 4.0.0-1~
Red Hat Enterprise Linux 7.4 4.0.0-1~
Red Hat Enterprise Linux 7.5 4.1.0-1~
Red Hat Enterprise Linux 7.6 4.1.0-1~
Red Hat Enterprise Linux 7.7 4.2.0-1~
Red Hat Enterprise Linux 7.8 4.3.0-1~
Red Hat Enterprise Linux 8.2 4.3.0-1~
CentOS 6.8 4.0.0-1~
CentOS 6.9 4.0.0-1~
CentOS 6.10 4.1.0-1~
CentOS 7.3 4.0.0-1~
CentOS 7.4 4.0.0-1~
CentOS 7.5 4.1.0-1~
CentOS 7.6 4.1.0-1~
Asianux Server 4 SP6 4.0.0-1~
Asianux Server 4 SP7 4.0.0-1~
Asianux Server 7 SP1 4.0.0-1~
Asianux Server 7 SP2 4.0.0-1~
Asianux Server 7 SP3 4.2.0-1~
SUSE Linux Enterprise Server 11 SP3 4.0.0-1~
SUSE Linux Enterprise Server 11 SP4 4.0.0-1~
SUSE Linux Enterprise Server 12 SP1 4.0.0-1~
SUSE Linux Enterprise Server 12 SP2 4.1.0-1~
SUSE Linux Enterprise Server 12 SP4 4.2.0-1~
SUSE Linux Enterprise Server 15 SP1 4.2.0-1~
Oracle Linux 6.6 4.0.0-1~
Oracle Linux 7.3 4.0.0-1~
Oracle Linux 7.5 4.1.0-1~
Oracle Linux 7.7 4.2.0-1~
Ubuntu 14.04.LTS 4.0.0-1~
Ubuntu 16.04.3 LTS 4.0.0-1~

RDR—T R <

76 % 4 = CLUSTERPRO DOEI{ERE



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

R 416 -FIOR—IUDSDHEE

F4ANYE2—Y 3V &%
CLUSTERPRO
Version

Ubuntu 18.04.3 LTS 4.2.0-1~

Azure DNS UV YV — A, Azure DNS € =% V) Y — 2O B {EHER %17 - 7= Microsoft Azure DT 701 €T L% R
FLICRRLET,

Azure DNS D25 /i#£1Z. TCLUSTERPRO X Microsoft Azure [f]17 HA 7 5 A X {1 K] 22 L TL 7~
I\,

x86_64
F7a/4EFI =B
CLUSTERPRO
Version
VY — A2 —Y v — 4.0.0-1~ Azure DNS OENDS B EL

4.2.10 Google Cloud &#E IP YV v — X, Google Cloud k%8 IP €E=% "' vV —2X. Google
Cloud O—RN\SYREZS Y Y —RADENMEERE

Google Cloud {48 IP V) ¥V — A, Google Cloud kA2 IP €=% U Y — A, Google Cloud @ — K5 v ZAE=X 1)
Y — 2 OEIEERR % 4T - 72 Google Cloud Platform E® OS D N—Y 3 VIE#HZ FiliZf@m_ U ET,

CLUSTERPRO H ® kernel €Y 22— V% %728, CLUSTERPRO Server D E{EE:EE 13 kernel €Y 2 — LD
/\“'_VS T/C:ﬁkﬁb ij_o

Google Cloud Platform E® OS (ZBHEIZN—Y a v T v TIN50, BETCERVGERTEEL T,

BN ERERIEA D kernel N— a VOMERIE, 1422 BFARERT A AN E2—Y 3> & kernel | 28R LTK
7230,

x86_64

42. Vo7 ko7 77



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

T1AMNJE2—Y3Y ®E
CLUSTERPRO
Version

Red Hat Enterprise Linux 6.10 4.2.0-1~

Red Hat Enterprise Linux 7.7 4.2.0-1~

SUSE Linux Enterprise Server 15 SP1 4.2.0-1~

Ubuntu 16.04.3 LTS 4.2.0-1~

Ubuntu 18.04.3 LTS 4.2.0-1~

4.2.11 Google Cloud DNS Y ¥V — 2. Google Cloud DNS £=% 1) YV — X DEFIRIE

Google Cloud DNS V ¥ — A, Google Cloud DNS €=& VYV —AZHT 25E5IZiE. M TFTOY 7 b Y = 7%
Td,

VYIbhoz7T Version e
Google Cloud SDK 295.0.0~

Google Cloud SKD DFif25ef:, 14 Y A b=V GBI T2 2B LT EE W,
Google Cloud SDK 1 > A b —)L:

https://cloud.google.com/sdk/install

Google Cloud DNS V ¥V — A, Google Cloud DNS € =X U ¥V — 2 D #i{EREFE % 4T - 7= Google Cloud Platform
D OS D= a UEHE TRICIRRL £,

CLUSTERPRO 1 E @ kernel €Y 22— 2% %728, CLUSTERPRO Server DTI{EER B L kernel €Y 2 — )LD
N=Ta VIKIFLET,

Google Cloud Platform E® OS I3 N—=Ya vy 7y TENb7-H, BETERVWEERFKEL T,
BERERIE A D kernel N— 3 v OfFRIE. T EERIGERT A AN E1—Y 3 v & kernel | 22U TL 7
T\,

x86_64

78 % 4 = CLUSTERPRO DOEI{ERE


https://cloud.google.com/sdk/install

CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

T4AMNIE2I—Y 3V e
CLUSTERPRO
Version

Red Hat Enterprise Linux 8.2 4.3.0-1~

4.2.12 Oracle Cloud x#8 IP ') ¥ —X. Oracle Cloud %2 IP =% ') ¥V —X. Oracle
Cloud O— RNSYREZS )Y —ZADOENEIEIE

Oracle Cloud {fxZ8 TP V) ¥V — A, Oracle Cloud fxZ8 TP €E=&X VY — A, OracleCloud @ — KNSV AE=X )Y —
A DEEREFR % 1T - 7= Oracle Cloud Infrastructure 0 OS D N—Y 3 VIE#HZ FadicigmU £ 9,

CLUSTERPRO 1 H @ kernel € ¥ 2 —)VH3d % 72, CLUSTERPRO Server D EIfEERBE 1L kernel €Y 2 — LD
N=Ta VIRFLET,

Oracle Cloud Infrastructure E.® OS (FBHEIZN—Y a v T v TIN50, BETCELRVEENKEEL T,
HEMERBTAD kernel N— 2 a v OEHRIE, [422 BFFREAT 4 AR Ea—2 3> & kernel | Z#ZHLTK
720,

x86_64

FA4RAN)Ea—Y3ay e
CLUSTERPRO
Version

Oracle Linux 6.10 4.2.0-1~

Oracle Linux 7.7 4.2.0-1~

Ubuntu 16.04.3 LTS 4.2.0-1~

Ubuntu 18.04.3 LTS 4.2.0-1~

4213 BEAEVBREETARIYAX

MEBAEYHAX 200MB*2
(2—HE—NK)

RDR—=T 2R <

42. VI ~ozx7T 79



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

R 422-FIDOR—IHDLDHEE

BEAEYHAX FAfiE— NDGE
(kernel €—R) IMB+ (VZZARMFa—$ix VIOV X) + QMB+ EHFEY b
RYTHARX) x (3T=FTA AT VY=, N TIVY KT R7
VY =280
FEFEYE— KBS
IMB+ {VZTZAbMFa—8) x {I/O Y1 X}
+ [3MB
+ ({IO 1 X} = {(FERMIF = —%0)
+ ({VO ¥+ X} + 4KB x 8 /81 b+ + 0.5KB) x ({EE7 7 1 LY
1 ZHBRAE + {0 ¥4 X} + GEEMFa—%)) + (EHEv b
~ v T A X}
1 x (R5=F4AZVY=A, N TV Y RF1 A2V Y —2K)
A= )VE—FLAN N"— b E— b R I A NDGE
SMB
¥—TT7 54T RKITANDEE
SMB
BETFTARIYAR 300MB
(41 VR N—IVER)
BETF A 294X 5.0GB
(GEFB)

2 F TV a vEERL,

80

% 4 = CLUSTERPRO DOEI{ERE



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

R VO ¥+ XOHZIX, ATFORRIZZR Y £9,
e Ubuntul6 ®%4&. 1MB
e Ubuntul4, RHEL7 ®O4. 124KB

* RHEL6 ¥4, 4KB

V7T AMFa—8. ERPF—BOREMEIZOWTIE ) TI77 LY AHAL R O TV —=T1) YV =20
DIMI5—F 422 )Y—2%WR$T 2] 2BBLTLLEI,

FAAIN—F =MDV —2ARMFHTEINN—F 4 ¥ a VIZBRELRY A E (574 2712D20WT) 22BLT
7ZE W,

DIARN=F 4 aViIBBERYARF (TS5 —FHDTARAVICDWTL, INA Ty RF4 R0 )Y —2AD
TARAZICDOWVWT] 2BBLTLEEN,

42. VI ~ozx7T 81



CLUSTERPRO X 4.3 for Linux
RE—=KNTyTHAR, V)= 1

4.3 Cluster WebUl O E{FIRIE
4.3.1 BFtER%E OS. 750

BAE DX IIRILIE FEL D@ D T,

7I0Y B

Internet Explorer 11 H A ER/ 2438/ ERE
Internet Explorer 10 H A GR/ 38/ EE
Firefox H AGE/SEEE/ P EGE
Google Chrome H AGE/SEEE/ P EGE
Microsoft Edge (Chromium) H AGE/SEEE/ P EGE

ER: IP 7 RLATERT GE. FHCEYDIP 7 RLAZ [(B—HLV AV T2y M O [VA1 M IZEHT

LRENRDHY £,

JFR:  Internet Explorer 11 (2T Cluster WebUI (Z#2#i9 % & . Internet Explorer 2MF 1195 Z & 2H D £9, &K
H4 kD 72812, Internet Explorer @ 7 v 757 — b (KB4052978 MAl§) AL CTL 72XV, 4. Windows
8.1/Windows Server 2012R2 12 KB4052978 PAR# % WA 5 722 1%, FHATIZ KB2919355 O#HAMBE LR D £
T, FEMIIE Microsoft & D BRI T WA IHHE THERIZI W,

R ATV RRAY— T4 VYBREDENAILTFNAL ZTIEHIG LTV ER A,

432 LEAEVBE/IT1 RVEBE

« MEAEVAE 500MB ZL_E

o WEF 4 AVKE  200MB Bl E

82

% 4 = CLUSTERPRO DOEI{ERE



83

BO5E

=RET/N—2 3 VIEHER

ARETIZ, CLUSTERPRO OEHEHRICOVWTHML X, LY U —ATLI N[, WESINRRE
TR L ET,

e 5.1. CLUSTERPRO £ =27 ) DO H—&
e 5.2. HpERA1L

* 5.3, BIEIEHR



CLUSTERPRO X 4.3 for Linux
RE—=KNTyTHAR, V)= 1

5.1 CLUSTERPRO &£ ¥ = a1 7/ OXIHn—%&

ARETIZFEHD/N— 3 > @ CLUSTERPRO % Fif2IZ3HH L TH D £3, CLUSTERPRO DNN—Va v bv=2a
TIVDRFEEIZER L TS ZE 0,

Xz=aTIl hiR % &%
CLUSTERPRO @
REN—2 3>
4.3.0-1 AR—=NT v THAR 1K
A VA N—NEEREHTA R 51K
V77 VLY AHAR 21K
AVFFURAHTANR 21K
N—= R TS A R 51K
HiBkEET 1 R 2 Wi
84 55 5 F R/ —Y 3 VIER



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

5.2 Heeik

EN=Ta B WVWTLATOBRE#R(LZFE ML TVWET,

HE RERN—2a Y HeEsRLIRE
1 4.0.0-1 FHA V&R U2 GUI (Cluster WebUI) #3535 U £ U 7=,
2 4.0.0-1 WebManager 7% HTTPS 7’1 b ZWZRIG L £ L7z,
3 4.0.0-1 WA & 51 2 ADFIHAREIZ R D £ LT,
4 4.0.0-1 IT=TARTVY—=A NA TV RT 4 A7 VY —ADEREEIEKRL
U7,
5 4.0.0-1 R)a—AYx =Yy VY —ZA, RVa—LIXx—Y¥YEZZXYY AN
ZFS A ML=V =iz in U E U7z,
6 4.0.0-1 Wi OS ZHEFR L £ U7,
7 4.0.0-1 systemd (ZXTR U £ U7z,
8 4.0.0-1 Oracle E =&Y Y — X% Oracle Database 12¢ R2 {Z® iU £ U 7=,
9 4.0.0-1 MySQL E=% Y YV — A MariaDB 10.2 IZx & U ¥ U7z,
10 4.0.0-1 PostgreSQL € =& 1) ¥ — A% PowerGres on Linux 9.6 {Z X/t U % U 7z,
11 4.0.0-1 SQL Server E=& Y Y —Z%EMUE L7z,
12 4.0.0-1 ODBC =&YV YV —Z2%EMMLE L7,
13 4.0.0-1 WebOTX €E=X Y YV —ZH WebOTX V10.1 iZH &L £ U7z,
14 4.0.0-1 JVM € =% Y VY — A% Apache Tomcat 9.0 IZ¥ U £ U7z,
15 4.0.0-1 JIVM £=% Y YV — 25 WebOTX V10.1 IG5 L £ U7z,
16 4.0.0-1 JVM £=2Y Y —ATUNOEMMARICARD £ U7,
* CodeHeap non-nmethods
* CodeHeap profiled nmethods
* CodeHeap non-profiled nmethods
* Compressed Class Space
17 4.0.0-1 AWSDNS UV —ZX, AWSDNS E=X VY —A%BML £ L7,
18 4.0.0-1 Azure DNS V YV —Z, Azure DNS €E=X VYV —Z%BIILUE L7z,
19 4.0.0-1 EZRVY—AZBWBRTITIHEBSLIOXA LT Y MNHEDOKE %2855 L
FU7,
20 4.0.0-1 TN—=TVY = AOERFEEEDHIE T, REOAZY T 2ETT 51K
HEZEINL £ U7,
21 4.0.0-1 MRIE R ICEF IR — NI —TEBEIRTEL L SICLE LT,
22 4.0.0-1 7 A IVF = NEWIT [Eafi] PRESINT WS IV — T2 T, Hitho
WRETDMARGDEERETEDLIITMD LK,
23 4.0.0-1 N7 0 A [MhlfE TiHE I NS TCP R— MEZHIJEL £ L7z,
24 4.0.0-1 0 ZEETIEST 2 HE 2 @b L £ L7z,

RDR—=T|2HE <

5.2. et

85



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

=R B2-FIDR—IDLDIHEE

RE | AEBN—Y 3y HaEsRLIRE

25 4.0.0-1 IT=TAARIVY=A NATVY RTA AT VY —=ADESFEY b3y
THAXEHETEDLLIIIRDELT,

26 4.0.1-1 FLLV Y —=AXI N7 kernel 125U F U7z,

27 | 40.1-1 WebManager 125\ T, #EAMIZ & b HTTPS % (/T =2 WA,
syslog BEU 77— bhaZARXv -V HNTEHEIICLELE,

28 4.1.0-1 FLV Y —AI N7 kernel IZRU F U7z,

29 4.1.0-1 Red Hat Enterprise Linux 7.6 (235 L £ U7z,

30 4.1.0-1 SUSE Linux Enterprise Server 12 SP2 IZ53/& U ¥ U 7z,

31 4.1.0-1 Amazon Linux 2 {265 U E U7z,

32 4.1.0-1 Oracle Linux 7.5 12Xt U £ U7z,

33 4.1.0-1 Oracle € =&Y Y — X% Oracle Database 18¢ IZxja U £ U 7z,

34 4.1.0-1 Oracle € =&Y Y — X% Oracle Database 19¢ IZxja U £ U 7z,

35 4.1.0-1 PostgreSQL € =% 1) ¥V — A% PostgreSQL11 Z 5t U £ U 7=,

36 4.1.0-1 PostgreSQL € =& U ¥ — A% PowerGres V11 i{Z#& L £ U 7z,

37 | 4101 MySQL =4 U Y — 245 MySQLS.0 (= /i L £ L 7=,

38 4.1.0-1 MySQL E=%& Y YV — A% MariaDB10.3 (x5 U £ U 7=,

39 4.1.0-1 UFDOVY—=A [ E=KY Y —A Python3 12X U E U7z,

» AWS ElasticIP V) ¥V — &

o« AWS AP V)V —A

* AWSDNS VYV —2

* AWS ElasticIP €=% 1) YV —2&
AWS RAETP E=&Z VY — A
c AWSAZ E=X) YV —2Z
AWSDNS €E=%& 1YY —2

40 4.1.0-1 SAP NetWeaver fl SAP ##a % 7 XA FD OS IZx I U % U7z,
* Red Hat Enterprise Linux 7.5

41 4.1.0-1 SAP NetWeaver f SAP i## I % 7 X LU N D SAP NetWeaver (255 U £
U7z,
* SAP NetWeaver Application Server for ABAP 7.52

42 4.1.0-1 SAP NetWeaver i SAP a2 7 X [V TNVAZ ) T FHBLATFIZHIR L
L7,
« AVFFUAE—FR

 Standalone Enqueue Server 2

RDR—I i<

86 B5E RIFN—YaVER



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

=R B2-FIDR—IDLDIHEE

RE | AEBN—Y 3y HaEsRLIRE
43 4.1.0-1 Samba €= )Y —ANLATIZHIHL £ U7,
o NTLMv2 i
« SMB2/SMB3 71 k )b

44 4.1.0-1 Cluster WebUI T2 T A X OFEEE, HEAFED WREIZR D £ L7z,

45 4.1.0-1 IT=TAAIVY—=AINLTVY KT 4 A7 Y)Y —ZAHR RAW N—T 1
Va v THIGLE LA

46 4.1.0-1 IT—OFREHEEIZ 2 5-HRBRIVO Y1 X ZEML, I 7—1EkRERE
EFa—= V7RI £ LT,

47 4.1.0-1 NA TV KT 270V =X GERPE—R) OF—NI NV —THND 7 =
AV — NSRRI 2 i U £ U 7z,

48 4.1.0-1 NATVY KT A7)V —=ZADI 7 —HIgFIZY—NTN—THO 7 = A
V=N HEEIZ 7R D F U7z,

49 4.1.0-1 I —JRAME—ROREET—ZDONy 77 ) VI EREL X U,

50 4.1.0-1 DB2 I DB # 1l a3~y R&EMLU £ U7,

51 4.1.0-1 PostgreSQL H1 DB ## ko~ > RZEBIL £ L7z,

52 4.1.0-1 Sybase fl DB #fikmia~ > F&EMU E L7,

53 4.1.0-1 SQL Server /i DB #tiksia~ > KzEML £ L7,

54 4.1.0-1 MySQL f DB ## 1k 3 < > KA MariaDB (2 X5 U £ U 7z,

55 4.1.0-1 Witness N— hE— U Y —ZAZBMUF L7z,

56 4.1.0-1 HTTP 2w N —28—F 1 ¥ a VR ) YV — A %2EML £ L7,

57 4.1.0-1 77 ARMEROEER, ¥EHKEE IS TICEE 2 KATRER R EHH 2 L7
U U7z,

58 4.1.0-1 TzA NI —=NTN—TORERIZ, 7u0—FT 17 IPT RLVADEH
Fxv I EITOREEZEMU £ U7z,

59 4.1.0-1 WE 7 T AZE T, = NIV —=THDN— = XA LTV MR
LThH, BEINZRNEZTEE Y oA VA —N2WTT2HEE2EBMNL £
L7,

60 4.1.0-1 EXEC VY —ADBMG /T A2V SN THATE 2BREEREHALEL
77,

61 4.1.0-1 SEENE A2 ) T N OEGREREME L, 7 AV A — %I 5 HRE
BINUE L7,

62 4.1.0-1 HREE AR S K OER ID MEEHRETHEITTH IPMI 2~V KT 1 V&
HETEHE5IZLELE

63 4.1.0-1 TR Y —AEZXRY Y —ZA%EML, YATLAEZRY Y —-ADT 0
LAY - AR BN E U,

64 4.1.0-1 I T —HREHEEI T 7 R E A B L F U 7z,

RDR—=T|2HE <

5.2. et

87



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

=R B2-FIDR—IDLDIHEE

RE | AEBN—Y 3y HaEsRLIRE

65 4.1.0-1 VAT LYY — AfREHEREREUBRE 2B L E U 7z,

66 4.1.0-1 Tz ANFT=NIN—=T TN—=TVYV =, T=X) Y —ZADBEMIRNZ
77 ARMEHMEHRE UTIRIFT SHREZ BN % U 7,

67 4.1.0-1 O7PWED AR =z, I 7 —ffiEHERE 7 7 A ZfEEHEREEML £ L
770

68 4.1.0-1 AAZLE=RY Y =22, FERMA 7Y 7 N OEGRGEEZ R AhE 58
BEZBIMU £ U7,

69 4.1.0-1 77 AREIEDFEFTRE, TN —T 1)) —ADEILFIIHARLE=R Y Y —
ADEIEE T 2 b ALY LR TEEMUE LT,

70 4.1.0-1 clpmonctrl 2% ¥ NIZMLIEZ R T 2DV —NE2IHET 272004 7Y =
VEBMUE U,

71 4.1.0-1 WebManager H—/NZ*9 % HTTPS ##fili2 5T, SSL B XU TLS 1.0 %
b LU £ L7z,

72 4.1.0-1 HET 4 AT TNA ADMFHAGEL 25 £ T T AR OB 2L AbE 5
BEEZBIML £ U7z,

73 4.1.0-1 NX7700x V) — ZEERRE O BEM RO RIEB/FLE 2 S5 L £ Lz,

74 4.1.0-1 Yy vy bR VESOME[ME TEICESTTE] S 70— TIRENTL
HUIZRM U256 0AETTS] ITEBLE L,

75 4.1.1-1 Asianux Server 7 SP3 12X U & L 7=,

76 4.1.1-1 Cluster WebUI D FRE X CHEEHEL £ U7,

77 4.1.2-1 LYY —2Z N7z kernel \IZHIEL F L7z,

78 4.1.2-1 Cluster WebUI 3 X C~F HTTP € =X VU ¥ — A% OpenSSL 1.1.1 IZH L £
L7,

79 4.2.0-1 25 AR DEAEB L OHRREIF A Al #E 72 RESTful API 236U £ U 7=,

80 4.2.0-1 Cluster WebUIl ¥ 2 <V RIiZBIT 57 7 AR IEROIGNEZREL T L
77,

81 4.2.0-1 7T AXMERERT =y JEEEREML £ L7,

82 4.2.0-1 EEMEBREOBEL LT O0S N=vy 7 27T 5B, FilRY — NGk
Av—YDONEEZBILL E U7,

83 4.2.0-1 TN —TDHBEH TN — TV — Z3EME - FEIEE R R OB IHE % ik
Mbd sEmEZEIML £ Uz,

84 4.2.0-1 ALY AEHaATY RIZT, 25 AKX — FHIRKFIZE T 2HIEMN & 5 1
T ADHEMEEPTREE 2D £ U,

85 4.2.0-1 OS DaA—HT7HU Y MIEY, Cluster WebUl iZ21 7' ' TE5 X512k
HDZEULRE,

86 4.2.0-1 EXEC VY —RIZBWT, BHHAZRY—NTOMIKB - KTA2V T hDEFE
HEIL T, FIERY —NTHERAZ ) TN E2EFTEL LSRRV FELA,

RDR—TJ <
88 85 & mH/NN—Y a3 ViER



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

=R B2-FIDR—IDLDIHEE

RE | AEBN—Y 3y HaEsRLIRE

87 4.2.0-1 EREELTTIZIIAR ) — FOBEN - HIRAHREL 20 F LTz,

88 4.2.0-1 TN—TDEIFLEDLEDRESRMZHFL U,

89 4.2.0-1 Cluster WebUI T 2L — Fil B {5 1L FRIR 2 KR $ 2F6aE2BML £ U
77,

90 4.2.0-1 FLLV Y —=AX N7z kernel 1IZxH U F U7z,

91 4.2.0-1 Red Hat Enterprise Linux 7.7 {235 U £ U7z,

92 4.2.0-1 SUSE LINUX Enterprise Server 15 (Zj& L £ U 7z,

93 4.2.0-1 SUSE LINUX Enterprise Server 15 SP1 (Z %5 U £ U 7=,

94 4.2.0-1 SUSE LINUX Enterprise Server 12 SP4 (Z % /a U % U 7z,

95 4.2.0-1 Oracle Linux 7.7 2545 U £ U 7z,

96 4.2.0-1 Ubuntu 18.04.3 LTS (=L £ U 7=,

97 4.2.0-1 LT DOMERET Proxy Y —NZ2FHATE S L5120 L7z,

e Witness "— hE—HF UV —2X
e HTTP x v T — I X—F 4 ¥ a Vg vV — X

98 4.2.0-1 Cluster WebUI * clpstat I¥ ¥ R T, 7 7 AX{FILRIE, 7 FAXTFARY
FIRBIZBITE2ERRABREZWEL £ Lz,

99 4.2.0-1 O ZWEDNRE =12, VAT LMEEHE®REBMU F L=,

100 4.2.0-1 IV — THREEIEFHIRMAE K OCE=X ) Y — A0EGFHEME£RT S
IV REEMUE LR,

101 4.2.0-1 VAT LYY —AREHE RO S AR LU E L,

102 4.2.0-1 VAT LYY — AEEHER ORISR & LA LU E Uz,

103 4.2.0-1 HTTP €=% U Y — A%, BASIC FAEIZxG U % Uz,

104 | 4.2.0-1 AWS AZ BRIV Y —ZADAT =X A%, TRATEY T 1YV — v DRED
information ¥ 7z % impaired D&, REP S EHGICEEL £ L,

105 4.2.0-1 Google Cloud {8 IP U V — A, Google Cloud {KAE TP €E=X YV — 2 %38
ML EL7%,

106 4.2.0-1 Oracle Cloud {48 IP Y/ — A Oracle Cloud A2 TP € =&V ¥V — Z %8/
Uf U7z,

107 4.2.0-1 LTFROE=RY Y —=ZIZD2WT, [AWS CLI I~ > NS 2 B RF B 7E)

DOEEEME % THEEEEZFET LR (BEEE2RRT5)] 2o TRIEEELE
FURW (EE2RRLARWV)] IZEFELE LA,

« AWS ElasticIP E=& 1) Y — 2

s AWSRAETP E=& VYV — A

¢« AWSAZ E=ZX VY —2

« AWSDNS £E=% 1Y —2

RDR—=I i<

5.2. et

89



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

=R B2-FIDR—IDLDIHEE

RE | AEBN—Y 3y HaEsRLIRE

108 4.2.0-1 DB2 €E=& VY =AM DB2vI1.SIZHEL F L7,

109 4.2.0-1 MySQL € =% Y Y — A% MariaDB 10.4 (Zxfj& L £ U7z,

110 4.2.0-1 SQL Server €=%& U ) — A% SQL Server 2019 IZH 5L F L 7=,

111 4.2.0-1 ST=TFTA ATV —=ADT—EZNN=F Va1 XzEEIETHRET S
BEREZBIL % U7,

112 4.2.0-1 TAATEZRYVY—ADRA LT Y MNRERIZBEIIET77—busoth
HREWEL £ Ui,

113 4.2.2-1 LYY —AI N7z kernel IZHISL E U7z,

114 4.2.2-1 Red Hat Enterprise Linux 7.8 {ZxfJ& U £ U 7z,

115 4.2.2-1 Red Hat Enterprise Linux 8.1 {ZxfJ& U £ U 7z,

116 42.2-1 MIRACLE LINUX 8 Asianux Inside IZXJ&5 U & U 7z,

117 4.2.2-1 RESTful API THUS A EER Y VYV — A AT — R AEREILF L E L7z,

118 4.2.2-1 PostgreSQL € =X 1) ¥V — A% PostgreSQL12 iZ 5t U £ U 7=,

119 4.3.0-1 FH LV Y —=AX N7z kernel IZx U F U7z,

120 4.3.0-1 Red Hat Enterprise Linux 7.9 {255 L £ U7z,

121 4.3.0-1 Red Hat Enterprise Linux 8.2 {ZxfJ5 L £ U7z,

122 4.3.0-1 Ubuntu 20.04.1 LTS (20U £ U7z,

123 4.3.0-1 SUSE LINUX Enterprise Server 12 SP5 iZx&a U % U 7z,

124 4.3.0-1 SUSE LINUX Enterprise Server 15 SP2 IZxfJ5 U £ U 7=,

125 4.3.0-1 RESTful API T, €E=&X VY —A%®N— b — MIfHHTEXA LTI MO
EREPBEIZIBTED LDITRD ELE,

126 4.3.0-1 RESTful API T clprexec I~ > Y OBEREZR AL £ L7,

127 | 43.0-1 RESTful APl T —# 2L — FHA/IP 7 N L ZAHALCTHER (FE/2H) ©
BMENAREL 2D F LTz,

128 4.3.0-1 Cluster WebUI TV ¥V — ZBIMRFIZ, Y AT LBRBIZEUEZY Y —AX1 T
DARRTDESICHELE LI,

129 4.3.0-1 Cluster WebUI T AWS (2T % ) YV — 2D E % H BTG T 5 HERE 28
UE U7z,

130 4.3.0-1 HIRM & 71 2> AR INZRD 2 T A X OEEEEFEL E Lz,

131 4.3.0-1 N— MU= MK LT Y MERWNIZY —\DFEREE) L 725512, syslog B &
V7 I—bars~"Ave—V%HHT5L51CLELE,

132 | 43.0-1 T ANVF=NTN—=TREKHZ, TNV —T VY —2AEZHFEF LRV ES
29 AREREER B L £ U7z,

133 4.3.0-1 WREEREREO Y vy N XY VEIfERREL £ LT,

134 | 43.0-1 clpbwetrl I% > RIZ2 5 2 X B D NP ez BT 2 Bae 2 6m L
xU7,

RDR—=T 2R <

90

B5E RIFN—YaVER



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

=R B2-FIDR—IDLDIHEE

RE | AEBN—Y 3y HaEsRLIRE

135 4.3.0-1 Y —NOHKHREEHROBREMZ 30, Vv MEHE%Z 60 SIZEHEL ¥
L7z,

136 4.3.0-1 BERLEFETH -2y b, R=v I22¥7bhGE, N"—bhE—b
RA LT D MNEEZERZTIZT oA VA —NTHHEEEZEML £ Uz,

137 4.3.0-1 clpgrp/clprsc/clpdown/clpstdn/clpcl 3% > K CifHT 2 AELEIE R 1 LT D
N DEEEMEEMIXL £ U7z,

138 4.3.0-1 7 7 — MY — V¥ A2 Amazon SNS "D X vt —VkEHAEEZBML £ L7z,

139 4.3.0-1 TR Y)Y — ADEFSLEER % X MY 2 22 LT Amazon CloudWatch Z
REETEBLDITRDEL,

140 4.3.0-1 fluentd FD W Z 7 — XL Y — KB U £ Uz,

141 4.3.0-1 TRV Y —ADESNHEEMZ XA M) AL LT StatsD IZEFTE S &
ST F U7z,

142 | 43.0-1 75 ARKENERT = v VBREDF = v JIHH AR L E LTz,

143 4.3.0-1 AA=I Ny 7Ty TIVANT 2T 53 < R clpbackup.sh, clpre-
store.sh ZEMML F U 7=,

144 4.3.0-1 Google Cloud DNS V¥ — A, Google Cloud DNS =% 1Y —Z%EML
¥ U7,

145 | 43.0-1 HTTP v b7 =2 8=F 4 ¥ a VR D Y — 2L B0y b7 =2 8=
T4Ya VRO T 7 — b Ave—UsBELE LT,

146 4.3.0-1 Cluster WebUI O#/ET 7% 3 — NMAIZH A TE B X S12R D F L7,

147 4.3.0-1 R ZA LT MREFIZACB VXY T2AGTESL IS EF LA,

148 4.3.0-1 7 T —ha s OFEM s £ % Cluster WebUI 22 S5HERTE 5 L 5127
DFx U7,

149 4.3.0-1 Witness ¥ —/NTRIU 2 5 AR {2 FOEHD 0 S AR 2 EHMTE 5 L5101
O EL,

150 4.3.0-1 25 AR EREHAERL 3 < > N clpefset Z3B/1L £ L7-,

151 4.3.0-1 Cluster WebUIl DEEE— KD [NV —=TDTaRXF 15T NV—T1) Y —
A—BHPHERTEDL LR FEL,

152 4.3.0-1 Cluster WebUIl DEZREE— RO [E=XL@D T o T4 hoEZX) Y —
A—EWHERTED LD E LT,

153 4.3.0-1 Cluster WebUI 7% Microsoft Edge (Chromium %) (ZXf&L % U7z,

154 4.3.0-1 Cluster WebUL T7 7 — b O ZDOFHM 7 1 W X DOHRIZA v =TI ZBIML
U7,

155 4.3.0-1 TRV —ADBIEEERA Yy -V R RELE LT,

156 4.3.0-1 TEVERFEE DN R D 7))L — TRBUHE I FERREE 2 M L 7ZBO Xy 2=
ERELE LR,

;kw&_§‘::\i <

5.2. et

91



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

=R B2-FIDR—IDLDIHEE

RE | AEBN—Y 3y HaEsRLIRE

157 4.3.0-1 Cluster WebUI D/XA T — REDFEE Y £y 35372 K clpefreset %
BMMUE LR,

158 4.3.0-1 Cluster WebUI @ [A T — X A BHHDEIET A I>DLAT U M 2HEL F
L7z,

159 4.3.0-1 Y—=NTN—THD T A F — DR F R DL E Al g 72 ERRAE % LR
L U7,

160 4.3.0-1 Cluster WebUIl D [y ¥ a R — R DA—HYF—H AR A ABEE T I
MHEBRICOMR TS X 5IR DL,

161 4.3.0-1 VATLEZRY Y —ARERGEHTEDLLDITHD E U,

162 4.3.0-1 TR Y —AEZRY) Y —AEBEHRTED LI LT

163 4.3.0-1 TaEAYY —ZAEZRY Y —AT, HED T DL ADAEHEHNR LTS
BREZBMU F L7z,

164 | 43.0-1 HTTP €E=& U Y =AM, GET V27 TA MDEFIIHIEL £ U7z,

165 4.3.0-1 Weblogic E=4 1V — 2D AT REST APl Z3E/1L £ U 7=.

166 4.3.0-1 VAT L)Y — ANEROUNEI B FE R zip, unzip Ny T =V B ARRE U
G, BEAyve—YRHBNTH LI LELL,

167 4.3.0-1 NFS €£=X 1) YV —=ADNFS N—=Y 3 VOMEMEZE v4 IZEFHL £ L7,

168 4.3.0-1 WebOTX €=& 1 YV — 2% WebOTX V10.3 IZ5& LU £ U7z,

169 4.3.0-1 IJVM =%V Y — A5 WebOTX V103 iZx)a U F U7z,

170 4.2.0-1 Weblogic € =& Y Y — A% Oracle WebLogic Server 14¢ (14.1.1) {Z 4 jta U
U7,

171 4.2.0-1 JVM € =& VY — & Oracle WebLogic Server 14¢ (14.1.1) 2% U £ L
7=

172 4.3.0-1 Samba E=X YV — A% Samba 4.13 IZX U £ L7z,

173 4.3.0-1 IVM =%V Y =A% Javal 1 IZHS U F L7z,

174 4.3.0-1 RT—FARAIVY—ABIUONA TV Y T4 AT V)Y —ATHHTS I
Z—T — X DMEDOREFIITHIGL £ U7z,

175 4.3.0-1 IT—TAARIVY—=ABLONA TV Y RT 4 A7) Y =R extd 7 7
A VY AT D 64bit feature, uninit_bg feature IZxf)a L F U 7z,

176 4.3.0-1 ST—TFTARARINVY—ADT—EZNN=F 4 varA X zEEILETHRET S
PEREDS ext2, ext3, extd 7 7 A VY AT AITHIG U £ U7,

177 4.3.0-1 NATVY RF 4 AZ VY —=ADT—RN—=F 1 ¥ a4 X ek Thk
Ed e BINL £ L7,

178 | 4.3.0-1 xfs 77 AV AT LARAROGIM I 5 — 5B X 0584 3 ¥ — O Bk
PHEL E U7,

179 4.3.0-1 ITHEHREEEWELE L,

RDR—I | <
92 %5 F xfH/N\—Y a3 VIER



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

=R B2-FIDR—IDLDIHEE

RH

RAER/N—T 3V

HeeRLIEE

180

4.3.0-1

UFDYY =2 AWS CLIv2 I/ LU £ L7z,
e AWS RAETIP YV VYV — X
e AWS{RAIP E=X VY —A
e AWS ElasticIP VYV —X
e AWS ElasticIP E=& YUY — X
e« AWSDNS VYV —X
AWSDNS £E=& 1YYV —XA
AWSAZ €E=X1) YV —2X

5.2. et

93



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

5.3 BIEIE#HR

EN=Ta VIZBWTLATDEBEZERL TWVET,

IBE 1EIEEE BE
BEN—T 3y E FERMH
[ BEN=—Ua Y HERE

1 [ — 85 OWRA & T4 22D | /N T4 AMRYNDEIZ A by
4.0.1-1 20T NEZ DB, JINERHEHDI AV A%EH
/4.0.0-1 B ENET a0, ST &

VATV RIZKBHMT A
v A DEFHEDVEIZIT DN
HEIT, WICHET S,

2 clpgrp I¥ Y NIZ&B 7V —=T7D | N PV — U E S 7 HEE T
4.0.1-1 REDRIT B, B 5D s — T4 REETIC
/4.0.0-1 clpgrp A~ ¥ N & FEH LGEIC

HET D,

3 CPU 7142 A& VM /—FKZ | /N CPUZA VAL VM /—FJ1
4.0.1-1 1y ANELEST 5HE T, CPU TV ADBRIET BHEITHKET B,
/4.0.0-1 FTAE LV ADARERTEEA Y

—UnHAEINh B,

4 Azure DNS E=& VU Y —ZiZB\W | /N
4.0.1-1 T. Azure D DNS ¥ —N—3E UTRDOERMZTNTHZTHE.
/4.0.0-1 WIZBB L TWTHRE LY WIFEET B,

and s,  [RRIRARER R T 5] A5 Y D
Bty
- Azure CLI DN—Y 3 U3
2.0.30 ~ 2.0.32 DA (2.0.29 LA
T, 2033 BLEAZEFHAEL R
RDOR—I <
94 85 % &HMAN—Y 3 VIER



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

= 53-FIOR—IUDLDIEE

IHE (ENIEE] BE
BEN—TaY E RERHE
| FEN—T 3y FRESRE
5 Azure DNS €E=& U YV —AIZB\W | /N
4.0.1-1 T. Azure E® DNS #—N—0D— PUF D&% 4 N Clilie 335 A,
/4.0.0-1 WP EFICEBLTWAHATH BERAET B,
RELROFAND L, - [HHIRAER R T 2] A Y D
e
- Azure CLI iZ & D Hif% L 7= DNS
Y= N——BETRINIRRIND
DNS # == EFEIZH@ L T
2\W5E (2 ZHEHLED DNS ¥ —
N — T IEH T RRAE)
6 Azure DNS E=& Y YV —ZIZEW | /DN
4.0.1-1 T. Azure LD DNS ¥ —nN——& UTOEMZ2TRTHZTHA.
/4.0.0-1 OEFITEM UG ETH R L BIFET B,
ROTRN - [HBIRRRER 2 T 2] 234 v D
e
- Azure CLI (2 & % DNS ¥ —/3—
—BEOIFIZ R L 7256
7 JIVM £=4 D YV — 2RI K, B |+
4.0.1-1 M5 Java VM TAE Y U — 7 3% UTORMEDGEIIHETEI
/4.0.0-1 LTI eb B, b,
- [HiR (EA)] & 7-(FE%] T an
T4 -[ALy R & 7-[Efih D2
Ly FEEEHRT 5] 24~ D5G

;Rw&_g‘::\i <

5.3. EIEER

95




CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

= 53-FIOR—IUDLDIEE

IR (ENIEE] B
BEN—Y a3y E FERM
| REN—T 3y HEHE

8 JVM £E=& YUY —A®D Java 70 | H
4.0.1-1 EZ2IZBWT, ATV Y =T HH IVRNOF SR AN E i BTN
/4.0.0-1 TN H B, FKETDHILNH D,

- [EER (EA)] & 7-[F %) Ta
TAHNDREEZTNTAZIZL
%

“JVM E=% Y Y — 2 & EHUAERK
L7545

9 N
4.0.1-1 JVM £E=&Y Y —=2Z8WVT, U P NOF S AN Y A= N
/4.0.0-1 TONRTA=REFTIZLTSH BIFEET B,

JVM #iit | 2 (jramemory.stat) %° AR ()] R 7-[TVM FER] 3
Hhans, [Oracle Java(usage monitoring)] D
(B ()] & 7-[F%] Ta )
TA-[AEV] X T-[b— TR (B (BA)] & 7-[#8%] T a ]
T 5] FA-[AEV] X T-[v—THifHE
- [EEAR (EA)] & 7-[FA%) Tax EEEMT 2] AT OGS
FA4-[AEV] X T-[FEe — T - [EEH (EA)] & 7-(F%] Ta
BEERT D] FA-[AE V] & T [k — T
BEHHT 2] DA 7055

10 SAP NetWeaver Y > )V A7) | I\ SAP Y — & 2 D I ALER I IRF [ A3
4.1.0-1 TrERMBELUEZAAZLE=RY W2 GBI ET D,

/4.0.0-1 YV — ZDEEMBRIZB W T, SAP
Y- ADE IR AT SAP ¥ —
Y 2 DRMHAE TN S,

11 AWS THEHAT 2 X T DNEIZ | /N AWS THH T2 X 7 DHNEIC
4.1.0-1 ASCIl XFZUABEENDHA. ASCI X ZUUADBEENIHE.
/4.0.0-1 AWS A TP VY — ZDiE Ik BIFEET B,

Wy o,
RDR—=T 2R <
96 85 % &HMAN—Y 3 VIER



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

= 53-FIOR—IUDLDIEE

IHE (ENIEE] BE
BEN—TaY E RERHE
| REN—T 3y HEHE

12 CLUSTERPRO D EFEREIC TH | /N (38 UADBERINZGE, &
4.1.0-1 FE] DA ER ST NG E. SAP THET B,
/4.0.0-1 NetWeaver F SAP #5034 7 &%

IERIZENMEL W,

13 SQLServer E=&XIZHWT, DB®D | /© L )L 2 DIGEIZHRET 5,
4.1.0-1 ¥y v il SQL XKD . MhRE
/4.0.0-1 ZRIEDN B RN A D B,

14 SQLServer € =& T, Bt —9 | /N BERNT A =R DBRERMHH 5
4.1.0-1 FEREZ LGB EDELZ BEIZHET B,
/4.0.0-1 RBENET AN, BEHEE IR

5,

15 ODBC E#i T, Bl —¥&ZAR | /N BT A= ROFBERMIDH B
4.1.0-1 EIL UGB EDEEIZLD R BRICHET S,
/4.0.0-1 ST — AN, BHEEIZRS,

16 Database Agent THif R DE | /] BT T FEAET B,
4.1.0-1 HEIED 30 MENTEITI NS,
/4.0.0-1

17 Database Agent T. clptoratio 2<% | /N WBIHET D,
4.1.0-1 VRIZEBRALT YT MERDF
/4.0.0-1 EDV RN,

18 IIABRY ARV RBRALT D | 25 AR Y a—MBdiz s S
4.1.0-1 FNEBZ DB D, ARYARY FEfERZRT LY
/4.0.0-1 I, FRIZRET 5,

RDR—I i<

5.3. EIEER

97



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

= 53-FIOR—IUDLDIEE

HE (ENIEE] B
BEN—Y a3y E RERHE
| REN—T 3y HEHE

TRLOREERIZ L W FRET S,

19 4.1.0-1 FEEBICREINZT = AL /N 1. 79 A& {EIE

/4.0.0-1 A=NITN—=TDT A INF =N 2. 77 AR EH)
RHZ, 724 NVA— N TREI 3. FEIEHICREI N T
NTWRPo T N—=T) Y —A AWK =T N —TD—H
M, Tz ANA—NETRIHIN DIN—TY Y — A% KR
5ZLWH5, ECE)
4. TNV —T1) Y —ADEEH X
NTWBEH—nNE2T vy b
zy

20 clpstat A% >~ KT, 75 AX{EIE | /I 27 ARBIEITERDP S 7 T A
4.1.0-1 WMHE D AT — R ZWEYNT KRR RIEIE5E T £ TOMT clpstat I+
/4.0.0-1 N, VREFRITULZGEITHRET 5,

21 (F AR ISR B U 7 RBB D 7L —
4.1.0-1 B OE T L TWaRWII— | TV =AU, N o#HExE
/4.0.0-1 TV = ADAT — R ADME IR 19 L HETEHEDDH 5,

BERDGENDH 5, o R
o [FikEE

22 Yy v MU VERIZEEZY—N | K VAT LRBARIZED, Yy Yy b K
4.1.0-1 Vey FEDEREIZT7 = A VA — T VEEBLOEEANERLE L 725512,
/4.0.0-1 NI N Z & 5, MIZRET B,

23 TR LB RE DBE A TR IZ, @ | ) AR~ & v ilE 113 2 DAl K
4.1.0-1 IR IR (2 5 AR DY ARy BRI IZ R4S 5,

/4.0.0-1 R /)Y a—L0) BREGFINRN
ENDH B,

24 IIARTUANRT 4D 0T DiE | /N 27 AR DAEREERIC, Ta s D
4.1.0-1 BEHER] OBELRENKME N7 W5 /51E) % TUNIX R A1 ) B
/4.0.0-1 WZ b b, AU 725G ICHET 5,

RDR—T | <
98 85 & mH/NN—Y a3 ViER



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

= 53-FIOR—IUDLDIEE

HE EEEHB BE
BEN—Y a3y & FEERMG
| REN—T 3y HEHE

25 N A7) T rowza—5— bEkke
4.1.0-1 exec YV —A, HARXRLE=XRY DEMTHBLEITHET 5,
/4.0.0-1 V—=ADA2 )7 ha s TR

DRIENRET 5,

< JEFRIHA 2 ) T N o S S
ZIMR T RT 70w AR TN
%5,

C BT D—RRIFE T 7 VDT
ITBHILNH5,

26 IT=TFTARAZVY—=ABLUN | A MM 7 —MgEE2ITbRV] %
4.1.0-1 ATV Y RTF 4 A7) —ADE BET R BTHRET S,

/4.0.0-1 R TR S 5 — 2T
W] ZEETHEHEADI T —14
BABT 7N A —IZ705,

27 IT=FTARTINATIYY RT 4 | /N ST—TAAIIVY =R [N T
4.1.0-1 A7 DRLE) [ 1k EER AL BT Vw KT 270 Y —=2ABDEF
/4.0.0-1 NHRET D, NELZ 16 U LOGEITHET

5,

28 FAAZEZRYY —=AIZBWT, | Hh FAATEZRY Y —ATRA A
4.1.0-1 RALTU M EBRELTEREL T NEMBUZGEICREET S
/4.0.0-1 BmoTEELELRD, ZehHb,

29 Cluster WebUI D& EE — RADY] | /N WREDT I Y5 HITPS T
4.1.1-1 Bz kid 5, Cluster WebUI 12 #ifi 4 % & F /&
/4.1.0-1 ECD

30 ST—TA AV —=AFRIEN | K HHRY—ANX T B L U4
4.1.1-1 A TVY RTF4 AT Y Y —AITT C—RETINDEHETLII L
/4.1.0-1 FERMPE—FEMFEHL TWBHEE. Nd 5,

FHRAY—NEZo B X0 T
C—DRZFIND HHR & HH%
RDT — R BEDNFET B,

;kwl\o_y‘::\i <

5.3. EIEER

99



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

= 53-FIOR—IUDLDIEE

4.2.0-1
/4.0.0-1~4.1.2-1

FEZXRYY—=AINA Ty RTog
ATEZRY)Y —ADAT—RA
WEEIZIRSRNWZ e RH B,

RE 1EIEEE BE
BEN—Yay E Eie S0
[ FENR—=T 3V FERE
31 LVM OFHEARY) 2 —L%23I5—F | K LVM OB RY) 2 —L%2F—&
4.1.1-1 A AN —=AER@EINTT )Y N—F v aVIZEET D EHE
/4.1.0-1 RTFA4 ATV —ADT —XX— ER-R
TavavICHRELEEEG, VI
IT-RBEB LV —HEHR»E
TLRWY,
32 N Iy NI =0 BENE2RET DY
4.1.2-1 Fv N7 — 7 EEIT OB ERIZ, BIIBTHRET B,
/4.1.0-1 PR DI H O 3% 5 Al A R
RN,
-y N —BETERFERT S
Y NEBFICEE T TIILVOE
H£x21TD
-BEE77TANVES
Y= NEIERICEF T 7 A IVDH
HEATS
-EREITANVES
33 3T R O REEASEL | N 3T —FREER O KDY 1 R
4.2.2-1 KRRENBWGEERD B, RICA EDGEITRET 5,
/4.0.0-1~4.2.0-1
34 IT—MRFIIZ, IT=FT 1 AT | N RT—TAATEZRY Y —A/N

ATV RFAAZEZRY Y —
ADAT —RAVPEE ORED S
IR ERBLZGEICREE
T3,

RDR—=T 2R <

100

B5E RIFN—YaVER



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

= 53-FIOR—IUDLDIEE

HE (ENIEE] B
BEN—=Ia Y E FERM
[ REN—U 3V FRESRE

35 i\ 7 7 AREHELLIT clpstat T ¥
4.2.0-1 clpstat 37> RIZTUTFORIER FEEFLEZGEIC, MICHET
/4.0.0-1~4.1.2-1 IT—AVvbE—UNKRINEZ %,

LD B,

Could not connect to the server.
Internal error.Check if memory or
OS resources are sufficient.

36 G I R D S WL IR 2 R B HRAE | KMAGIEIZ T2 S AZ Y yy bR
4.2.0-1 (WebManager ¥ — /N HE)) HF% Vo HEE ) PHEREREERL.,
/4.0.0-1~4.1.2-1 MRINDBIEDDH D, ['WebManager ¥ — /NFZE) ] A3 a5

BERRELE 2 FAIRIZT > 256
IZHET B,

37 TN—TBIOITN=TVY—Z | th FHT7 AN —NEZHFEELTW
4.2.0-1 DIV Y= NEHRICAEED DG, A V2 aAxs s OWiRE
/4.0.0-1~4.1.2-1 HELBZENH B, IR IZHRIZFAE T B,

38 R R 0D S IR 1 R 722 4 (B | /D HEEHINZE=X )Y —AD
4.2.0-1 ARV RIY Y a—L0) BNEREH TRNRT 1 EBRUZGEICHEKE
/4.0.0-1~4.1.2-1 LMD B, TEHEZEeNH B,

RDOR—T |7 <

5.3. EIEER

101



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

= 53-FIOR—IUDLDIEE

HE EEEHB B
BEN—Yay E FEHE R
[ FENR—=T 3V FAEHE

39 RNVFR=T Y FEZRYY—=Z | /N
4.2.0-1 T, BHELEWES KUOBEL s BBOSXNVFR—7T Y NE
/4.0.0-1~4.1.2-1 EWVEDFREED IZEFEL BN =RV —RAEHFEL, B

EWH B, WUSWEB IUOELL &
WMl & BEE A S AEEL T
WBGEIZRET B,

s 1 DDV FR—=7T v E
=Ry =2z L, I
DEBVIZEREL S WEZ
EHLUGEITRET 5,

- B ERET D] ITEH
EIE3)

— [ AVUNREIZEDES]
EET S

40 X4+ Iy 2 DNS VY —ADJENE | th VY =2 EFRAMNZHDEFD
4.2.0-1 RIS B2 D B, 124 XA b EL LD BE ITHIZFE
/4.0.0-1~4.1.2-1 9%

41 Cluster WebUI T, 2 5—51 A2 | /N 37—V hKR-}+EEZE
4.2.0-1 TV avPERICHFELRND RELUGEICRET 5,
/4.0.0-1~4.1.2-1 LHBH 5,

42 N FAAIN—FME—=FUY—2N
4.2.0-1 clpstat 3> RTRIEREHAZH TF1E£3 B BRIE T clpstat --hb --detail
/4.0.0-1~4.1.2-1 KRINDZ LD 5B, EFERITUGEICRET 5,

43 rpebind ¥ — C AN EKETRET | I 0 WEERHZHAET D Z 2 0b 5,
4.2.0-1 BB,

/4.0.0-1~4.1.2-1

RDR—I i<

102

B5E RIFN—YaVER




CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

= 53-FIOR—IUDLDIEE

A& EEER 55
BEN—T3 Y E REZRH
| EEN— Y REEE

44 clusterpro_evt ' —E A2 nfs & D | /] init.d BEEIZBWTHET S,
42.0-1 BIZEET 2B D,

/4.0.0-1~4.1.2-1

45 CLUSTERPRO Web Alert #— Y 2 | /I BEDRMEIZE ST, TMmICH
4.2.0-1 NRERTTEIE0H 5, EFTBI DD S,
/4.0.0-1~4.1.2-1

46 R~ > viglE b EED X 1 L | AR~ & vigtiliE b RE & A U,
4.2.0-1 T RNKRENPHEELRWZI 2D SRS IR 2 BT 56
/4.0.0-1~4.1.2-1 %, WCHET B,

47 7o AREEER, JVv—THE | d 77 A X ELER, HEARD I )L —
4.2.0-1 LW ERDH B, TR, fREER Y — 0
/4.0.0-1~4.1.2-1 FATUCHIER) L 7258 ITHIT R

BT B DD 5,

48 Y — NOE (LB IR A 025 | N 75 AR IERIZ L IC R ET
4.2.0-1 ZeNH 5, BZehbB,
/4.0.0-1~4.1.2-1

49 TN—T. ) —ZDIETEMIC LI | N BAaT Yy MU UVIZEET S
4.2.0-1 LEGa T EERR DT 7 — ZenH 5,

/4.0.0-1~4.1.2-1 M ENS Z N D5,

50 Y —=NEy VHHERZ V=72 | B — N B D AR R oD (] A AL
4.2.0-1 Tz ANFT—=NRNURNWI D5, BRIz —AR"E Y v R BB LR
/4.0.0-1~4.1.2-1 BICRET LI LA D2,

51 PID E=& VY — AT, BHI4% | /N A VR — NV DRIZ, WL
4.2.0-1 DT ABRHERL -HBEICEREE 77uxvAEELU TR ID TH
/4.0.0-1~4.1.2-1 BMHTERVEELRD B, Bz 7a e ApEH 55,

;kw&_g‘::\i <

5.3. EIEER

103



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

= 53-FIOR—IUDLDIEE

IHE (ENIEE] BE
BEN—TaY E RERHE
| REN—T 3y HEHE

52 TR AVY —AE=RYY — | /N (=T V77 A VBOES (71—
4.2.0-1 AD[FA—T v 7714 NVEDOER FV EBRME) 1 2 A 2 UG,
/4.0.0-1~4.1.2-1 (1 =2V ERRAE) 1T, BRAEMEE BERAET B,

DICEER B ThIR N,

53 EXEC VYV —Z», {F1EFizftio | EXEC VY —ATUTOEML%ZT
4.2.0-1 Tk ZEHHKTIETLED R Tl SGEIFHET 5,
/4.0.0-1~4.1.2-1 ZEeNH B, « A—Y T TV r—varh

WEINTVSD

¢ Stop path IZffHFHE T NT
W

o BtH A2 ) 7 IR
REINTND

e MR IO ALHEL THE
A ID THHUZ T o AhE
X% E

54 RT—TA ATV —=ABLUN | K UTOEENETIND LFET
4.2.0-1 ATVY RF4AZYY—AT, I %,

/4.0.0-1~4.1.2-1 MY — DI T —F 1+ A7 RfE .I9—FT+4A2Z7ax7 bR
MEEIZ D, W9 %
2. WEMMY —NTI T —T
AT NT — R e FBEEZNHE,
TEMERIY — A" Z Y T 5
3. Tz ANA=NRIZ, XYV
Y—NHEIAT B

55 /N LVM 3 7 — MR8 Iz 72 5 & %6
4.2.0-1 AR)a—ALvxr—Vr—FE=XY 95,

/4.0.0-1~4.1.2-1 Y — ZADEEHHRPLVM I 7 —
THBHHEIT, LVM I 7 —Difiik
BV L5,

RDR—TJ I <

104

B5E RIFN—YaVER



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

= 53-FIOR—IUDLDIEE

4.2.2-1
/4.0.0-1

IELE UL,

RE (ENIEE] BE
BEN=Tay E Eie S0
| FEN—T 3y FRESRE

56 IT-MEEHAYRAX T IO | N 7 T A RKEEER:, BRIEAL DT W
4.2.2-1 IP7 RLUAZEETER, Y= N BRIEAL A E WY — N K
/4.1.0-1~4.2.0-1 DEIBINU 23561 KET 5,

57 77 ARMENERT = v JBEET, | /I
4.2.2-1 R — b &5 O R E i P O fifE i AN IE F v IWROR— NEBSN TR
/4.2.0-1 UL Tz, DHIFTH 5GEITFHET 2,

T 7z ATV E— MK < 4
R— hEH <= K— M FSHAMME
(65535)

58 77 ARKERIGRF = v 7B&RET. | /D
42.2-1 AWSCLI 2% Y FDF = v 7 2%k UFDITN—=TVY = ZANHEX
/4.2.0-1 9 2, NIRRT 5 A X ERER

F v I EFETURGEICRE
T3,

- AWS Elastic IP Y V/ — X

- AWS R TP VY V) — R

- AWSDNS VYV —2A

59 25 ARBHEBIZY T AXKERNE | /D Ju—54 V7 IPYVY—AB&
4.2.2-1 WF v s aFETTHE, TH— ORI TP VY — A % 8 L 72 R e
/4.2.0-1 T4 VTP Y Y —AE XA TP T, 77 ARMEE®RT = v 7 %

VY —=ADF v 7 IPRMT 5, FEITUHmEICHET B,

60 Oracle Clusterware [FABHE =X | /)N Oracle Clusterware [/ i€ =&
4.2.2-1 VY — ZDEE L 73w, VY — ADRER;, [\EEEZ B
/4.1.0-1~4.2.0-1 TEMED HAETE L TWAR WA ITH

495,
61 Cluster WebUI O REEG % | /N Cluster WebUT {HHKRHZ AT 2,

RDR—T|THi <

5.3. EIEER

105



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

= 53-FIOR—IUDLDIEE

IHE EEEHB BE
BEN—Y a3y & RERHE
| FEN—Tgy FAEHE

62 77— MR REED [Alert Ex- | /N 7 7 — b RAE R E T [Alert Ex-
4.3.0-1 tension] M T & A0, tension] % FEIR U 728546, BTRE
/4.0.0-1~4.2.2-1 %

63 Tz ANA=NRTN—=THREEL | » BEENT —RNORET, 7oAV A —
4.3.0-1 WY —NET, 2O 7V —TIZHE NIV —TnRE LR — "%
/4.2.0-1~4.2.2-1 T57 AT =y 7 &7 RELGEICRET 5,

W5,

64 REHOY —NADRREINTNDS | /N J3—*)VE— R LAN N— hE'— }
4.3.0-1 H—3NVE—RFRLAN N—HhE—} WARBHAY —NADHREINTND
/1.0.0-1~4.2.2-1 WCARER Ty MBRREFEI NS, BT THRET 5,

65 =N vy M VRIZY Yy | /N IN—T1) Y — AD{E LI NP
4.3.0-1 N VAN VEHIZEDY & FRLIRIZ K28 —NY vy b X
/4.1.0-1~4.2.2-1 v N DBIABBEIZERITIND N UV EEITRICRET 25D

»H5, %,

66 CLUSTERPRO Information Base | /) OS DV Y — ARRBRIZ Z K FHITH
4.3.0-1 YV—UABRREKRTTEI LD 95,

/4.2.0-1~4.2.2-1 %

67 KEHDOY —N"DFEINTWSD | /N A4 VR AXT MZRMHAY — A
4.3.0-1 AV RAX T NIARER T — R BEINTVWEIHAE BT RAET
/4.1.0-1~4.2.2-1 LRy MREEIND, %,

68 Cluster WebUI T &€ — FIZER | /I OS AL HRIT X B NAT— R
4.3.0-1 TERL 5, W, BIEENZWIT V=T D
/4.2.0-1~4.2.2-1 ATHRERMUZGEICHKET S,

69 Cluster WebUI @ [AF — & A] i | /N Cluster WebUI % 8t L T\ 5 ¥ —
4.3.0-1 HiZH 5 [V— Y= ZABH] R NOY =V REIEEIT - B EIC
/4.2.0-1~4.2.2-1 RYUDETIR SR, FET 5,

”Y@’*’-‘)LC.%K
106 %5 % BE/A—T 3 VIER



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

= 53-FIOR—IUDLDIEE

RH

BEN—S 3 Y

| EN—U 3V

EIEHE

EE
B

RERMY
FERE

70

4.3.0-1
/4.1.0-1~4.2.2-1

Cluster WebUIl D EE— KD [V
YV — A0 TanT 4 -[RFEER] 2
T THAFT B Y —RAERHIKRL
BUZRRDPAEIL R DIGEDH 5,

N

WFET 2V Y —AzHIRL 56
IZHRET D,

71

4.3.0-1
/4.0.0-1~4.2.2-1

Cluster WebUIl @ [ 5 —F 1 A7
JHHETIZI—T4 A2 )Y —A%
IV I LRI, a—=F 1 v
TAAVBRERRINEZEEIIRD,

7N

FT—T ARV =A%) Y
UZBED I 5 — Mz IEd %
WBENEBRUZGEICRET 5,

N

72

4.3.0-1
/4.0.0-1~4.2.2-1

Cluster WebUI T [X v & 2R — K]
HEDOTY S —bha e [35—F~«
A7) HHDPRRINZWVIGEDH
E) o

7N

NA TV RTAAZYVY—AD
SIS IZ R L 723 B F A4
éo

73

4.3.0-1
/4.1.0-1~4.2.2-1

Cluster WebUI TZ L —71) Y —2Z
BEUPE=ZY Y — R BRI
LUEAZV TN T 7 A UDIEL
WS ZUZBRAFE ST IR,

N

TN—=TIVY—=2BLUVE=XY
YV —ADBNEETAZ Y T N7
7 A VIRERICHTEEIZRE D, 7
N—=TNY =2 BLTE=XY
V=A% BERBUEGEICRET
5,

74

4.3.0-1
/4.1.0-1~4.2.2-1

Cluster WebUI T BMC H3#&E X 11
TWb27 7 AR —=NEEMU
iGE. Bolr 5 A RREER
PERIN S,

N

BMC 2% ELTW5 27 7 AXIT
Y= NEEMUZGEICHET S,

75

4.3.0-1
/4.1.0-1~4.2.2-1

Cluster WebUI @ [ZV— T D 71
NTF 4 -IEH] 2T CH B [P—N
TIN—TRERMHT 2] 24
SATIZEBEULZBIZ, B 27
DFRNAIZEO REL B,

7N

[BM:] 2 7 D7 =4 VAt —NEM
Z Y —NITNV—FHDT7 1)V
A=K —%EBRT D] 1T
EUREET, [V —NT ) — T
EEMFEHT S 24yt 7
BHUZHEICHET S,

76

4.3.0-1
/4.1.0-1~4.2.2-1

Cluster WebUI @ [E=& 1V VYV — A
DO TaNT 1 - [BER @) 27
T, [HEHEAI VT [NRY) Y —
Al D BRI KRR UBRHTRTE R
W,

7N

(B E1 IV 2 HEEE?S
TEMEREGICERE L CTERLUEZE
ZRYVY—AD[EZRY Y —AD
TuNRT 1] WG HET
%,

RDOR—T |7 <

5.3. EIEER

107



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

= 53-FIOR—IUDLDIEE

IHE (ENIEE] BE
BEN—TaY E RERHE
| FEN—T 3y FRESRE

77 Cluster WebUI Offline T [¥—/3]- | /D [B=N]-[V =B K& V%
4.3.0-1 [P—"DBEM RE > E2MULE UG EICRET 5,
/4.2.0-1~4.2.2-1 BIZ, TT =AY - UNRRS

NY— BT E RN,

78 Cluster WebUI D E € — FTH | /I
4.3.0-1 DT T AREREIEET DAY HERE 2 2 I U N O #EfE
/4.1.0-1~4.2.2-1 —UNPoTRA IV T THA AT o TR, BREDA Y AR— MR

Iha, R FEIIHEDOIERR v %
TUGEICRET S,
CREDT I AR— b
CRENME R T R v eIV
- T ARERERT = v o

79 Cluster WebUI D& € — FTAE | /) RT=FT ARV —=AINA T
4.3.0-1 REEMEF = v 7B Tbb, YRFAAIVY —RAEHRELT
[41.0-1~42.9-1 WANBIES T [CPIO X1 L7 k

1&DHBAEXALT Y M 2HEL UL
G EIIRET B,

80 ZEMPZEINTWVBEEEIZ | /A BT R REL T WVWABREICTY —
4.3.0-1 P—NEBINUZEE, BERER NZEMU7ZGEICHET 5,
/4.1.0-1~4.2.2-1 ZARBRERIRIF I NS,

81 VATLEZZYY—RT, 9XFE | /N I XFUEDE=RY Y — A% %
4.3.0-1 BUEDE=XYY - A% %EEET BELGEIIBTIRET 5,
/4.1.0-1~4.2.2-1 5 EBERBEFE R LW,

82 TAaEAYY—=RAE=ZRY Y —A | /N IXFUEDE=RYY —2A% %
4.3.0-1 T, OXZEULEDE=LRY Y =A% R LUGEIIBTHET S,
/4.1.0-1~4.2.2-1 ZIRET 2 LEAREZRIILA

W,
ROR—=I |
108 85 & mH/NN—Y a3 ViER



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

= 53-FIOR—IUDLDIEE

HE EEIEE BE
BEN—Y a3y & FEERMG
[ FENR—=T 3V FERE

83 Cluster WebUI @ [AF — & A] [ | /) BIFAT B,
4.3.0-1 [T, HTTP € =% 1) ¥V — A DA
/2.1.0-1~4.2.2-1 TOunF It FRENG [Faha

V] DIRIRIZEAD B3 B,

84 Witness N— hE— k)Y —2D X | th Witness ¥ — /3 & O@{E D3 @I 7~
4.3.0-1 ALT T MNEHDPENDS Z DD P—NTHAET S,
/4.1.0-1~4.2.2-1 %,

85 TN — 7O EERE DM ITERE | S I AR EHZII-ES RN
4.3.0-1 INTVBREBETY —NZXT V% TWEWT oA VA =N )=
/4.2.0-1~4.2.2-1 BT s e, BIEFEOT7 AV F— WFIES BB RET B,

NIV =T TREIhEZ
DB,

5.3. EIEER

109






111

XM REIR

RETIE, FEERFEHPHMOMEL 2 OEHERICOWTHEL £,
AETHIAT HHEIILAND@ED TT,

e 6.1. ¥ AT LTERRMRETRE

* 62.0S4 YA N—ILRI. OS A YR M—IVEF

* 63.08S 4>~ M—=)Li&. CLUSTERPRO 4 >~ X h—)LHi

e 6.4. CLUSTERPRO D&k BF

* 6.5. CLUSTERPRO EF%%

e 6.6. CLUSTERPRO DWERZE RS

* 6.7. CLUSTERPRO /X—< 3 v 7 v TB§



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

6.1 > X7 LERRETEF

HW OFfl, A7 a vl S Ay 2ZOTFE. VAT AR, AT 1 227 OERICEETREHIFIZOWT

ML £9,

6.1.1 HeEE—BERELRSMEVR

TRA TV 3 VRIRRY —NERDBEL LD 7,

FARVADREFRINTVRNWY Y —Z - E=&X )Y —Z % Cluster WebUl D—EIZXRENEHA,

R L 7= LW ikEE

MEBERSAEVR

IT—FAATYY—A

CLUSTERPRO X Replicator 4.3"3

NATYVYy KT A7) Y=

CLUSTERPRO X Replicator DR 4.3*

Oracle €E=&Z Y)Y —A

CLUSTERPRO X Database Agent 4.3

DB2 E=XVUY—2A

CLUSTERPRO X Database Agent 4.3

PostgreSQL E=% 1V Y — A&

CLUSTERPRO X Database Agent 4.3

MySQL £=& 1 Y —2

CLUSTERPRO X Database Agent 4.3

Sybase E=& 1 YV — A

CLUSTERPRO X Database Agent 4.3

SQL Server E=& 1Y — A

CLUSTERPRO X Database Agent 4.3

ODBC £E=% 1Y —2A

CLUSTERPRO X Database Agent 4.3

Samba E=%Z VYV —X

CLUSTERPRO X File Server Agent 4.3

NEFS €E=4& 1)V —2A

CLUSTERPRO X File Server Agent 4.3

HTTP €= YV —X

CLUSTERPRO X Internet Server Agent 4.3

SMTP €E=X YUYV —2A

CLUSTERPRO X Internet Server Agent 4.3

POP3 £E=X VU Y —2A

CLUSTERPRO X Internet Server Agent 4.3

IMAP4 £E=X VY —2A

CLUSTERPRO X Internet Server Agent 4.3

FIPE=XYJYV—2A

CLUSTERPRO X Internet Server Agent 4.3

Tuxedo E=&Z VYUYV —XA

CLUSTERPRO X Application Server Agent 4.3

Weblogic €E=&% 1) YV —X

CLUSTERPRO X Application Server Agent 4.3

Websphere E=& U Y — A

CLUSTERPRO X Application Server Agent 4.3

WebOTX €E=X 1Y — X

CLUSTERPRO X Application Server Agent 4.3

IJIVME=X VY —XA

CLUSTERPRO X Java Resource Agent 4.3

VATLEZRYY —A

CLUSTERPRO X System Resource Agent 4.3

TRV —AE=RY V=R

CLUSTERPRO X System Resource Agent 4.3

A =)V iE R EE

CLUSTERPRO X Alert Service 4.3

v b — 0 EELT

CLUSTERPRO X Alert Service 4.3

B F_RI5-MEMKT B5E. B Replicator] DOfEAABA,

N TV Y RF 4 AT EBRT 54,

4 TReplicator DR] DA DB,

112

5 6 E IEHIREIR



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

TRlA 7Y a3 VELEE CPU B L 0 £7,

F7-. NX7700x ¥V — X TOAFATE X9, FAMRSRERIZOWTIIAST A RO 4. CLUSTERPRO DENE
BIE] O 14.1.2. NX7700x ') — X EDFEFEICHIG L7z —/3) 2BHLTLZE0, FIGLTWRWY =TI
fiFTE A,

SAE YV AREFEINT VAR WERE - £=& 1) Y — 2% Cluster WebUl O—E&IZFRINEH A,

A L7z LW aE BERTA VR

Oracle Clusterware JHFERERE CLUSTERPRO X High-End Server Option 4.3
Oracle Clusterware FIfi € =% | CLUSTERPRO X High-End Server Option 4.3
Y =2

BMC €E=&2YVYV—X CLUSTERPRO X High-End Server Option 4.3
/0 Fencing ##E CLUSTERPRO X High-End Server Option 4.3

6.1.2 S5—FT A RVDEHIZDWVWT

e Linux Dmd iIZLkBA NI4Ty b, RVa—Lty b, I5—V7 NIFAHANSTATEY b,
RT—TARIIVY—=ADITFTARN=T 42 aVvRT—RNRN=T 4 a IiZffiflT5ZLIZTEEHA,

e Linux D LVM IZ & B R 2= L% 7 TARN=FT 12 avRTF—RN=F 4 ¥ a VIfHHT5Z LIEmEE
T,

7272, SuSE Ti&. LVM % MultiPath iIZ & B R 2 — L% F—ZN=F 1V a VIfHifldiZkidTEE
Ao (SuSE Tk, TN 5 DAY 22— LiZx 3 % ReadOnly,ReadWrite Dl # CLUSTERPRO %375 Z
EMTERWD,)

¢ I5—F4 A7V —A%, Linux Dmd *LVM IZLBA S Ty b, RVa—Lky b, 35—
VI RN TFANARN T Ty bORGETEIIFTEERA,

L]
11

F—F LAY —AEBATEICEIT—HD =Tt v ay (F—E =T 1Y av s T ARN—
1Y ay) RRETT,

NI

—HDN—=F 1> a3 VOWERDSFEIUATD 2 20835 b £,

L]
/11
i

- 0OS (root S—=F 4 ¥ arvRswap N—F 1 ¥aV) bALTA AT EIZIS—HDOAA=F 1 av (25
ARN—=F 4 aveTF—RNN—=F 14 av) 2R 5

- OS &IFBDT 1+ A2 (£7213 LUN) 2 HE GBI LTI Z—HDNA—F 1 ¥ 3 VEIIET S
e UFE2ZBFIZ LR EELTLEI N,

- EEROMATE, e EAT 25E
SOS LIENCIS—HDTA AV EHAET LA L 2HBELET,
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CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

— H/W Raid O{1EEDHIFR T LUN OEMAT X R WES
H/W Raid ® 7V A > A b —JLEF)LT LUN R EHBKHERIGE
SOS LREILTAAZIZIT—HONN=F 1o a v EHELET,

F—F 4 A2V —AREBHERT 58121, 5103 T7—FT 1 A2 )Y —=2BIANDT 1+ 22 %
ECEN $AZe2MRELET,

Al—DF 1+ A7 FIZEBDIT—T 4 A7) Y —AEHRT 5 L HEREDE TR I 7 —EHRICIKE A 205 Z
NHHET, THODHKE Linux OS DT+ A7 7 7 ADOWERIZERNT 25D T,

il

Nl

—HOT A A7 L UTHAT I T+ A2 2 Y — ABTRUIZT 288X H D £7,

Ji
N

e FAAIDAVE—T 1A

MY —NDIS—F 4 27FHF. I5—HDODRA—F 4V avaHERTELET A A71F. TAATZDA VR —
TxA AZFUCIZUTL7ZS W,

i)

HAraht | =1 | =12
OK SCSI SCSI
OK IDE IDE
NG IDE SCSI

« FAAIDRAT

WY —NRDOIT—FT 4 A7 FE, IT—HONR=FT 1 a z2HRTEZT A AT THRAIDEAL T %
FUIZLTL XN,

i)

HAaabt | =1 | =2
OK HDD HDD
OK SSD SSD

NG HDD SSD

« FURIDEI XY AR

MY —NDIFZ—F 4 A7 FRE, I7—HDODRN=F 12 arvzHETEIT A2, T4 A7DH ALY
RY A 2B UIZLTLEZIWN,

)
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HAadbE | H—/N1 H—/N2
OK WPt 2 % 512B | @tk 2 X 512B
OK Mt 7 X 4KB | itk 2 X 4KB
NG At 2 X 512B | Gt 2 X 4KB

FS—HDTAAZ L LUTHAT AT A AZDIFA NP — M TELIGEEDRE

)

fdisk A~ KR ETHELZA—FT 4 a4 AJF ) U Ebizooray s (a=y NDERTT 1>
INET,
T—=RNN=FT42avOY A XU I T —HEOHHOBERPUTIZRE LT =X =T avk
FERL T X,

A—xDH—/N = AE—KDH—N
A=Y =N, I T—FTARAZ VY =APFHRETE T A NA=NT N =T D7 A )LF =K
V=REWY—NEELET, AE-RDOY N, I T—TFTA ATV —AWBETE T AN A =N
IN—TDT cANFT—NR) =R — 2L ET,
2, T—AN—=F 14 aroda X, av¥—xfile av—%&{ll& T 32GiB, 64GiB, 96GiB, - (32GiB ®

R 2ERZVWESITERL TL IV, 32GiB OEHEESY 1 XDgGE, W 7 —BEIckis 3
ZeBHVET, T—ENN=FT 1 aVIARBREDOY A X THETSLHIZLTLEI N,

i)
MAHrEDL | T—9R—FT1>avDHA B
jca =
H— 1l H—N2 4
OK 30GiB 31GiB MG & H 0~32GiB K DHEFHNIZH 5 DT OK
OK 50GiB 60GiB i & H 32GiB BA_E~64GiB A DFFHMNIZ H 5 D
T OK
NG 30GiB 39GiB 32GiB 2B\ TWA DT NG
NG 60GiB 70GiB 64GiB % E\WTWA DT NG
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6.1.3 £EET 1 RV DEHICDWVWT

e HEF 4 A TLiNUX DLVMIZE DA NI Ty b, KV a—Lbky b, 7=V N)F oAb
SA4 Ty NOREERFHT BIGE. T4 A2 )Y — AR EINNN—FT 13
Diilfl Z CLUSTERPRO 73175 Z e W TE XA,

> @ ReadOnly,ReadWrite

* VXVM %3 5454, CLUSTERPRO O F « A7 N— b — MG T + A2 EIZ, VXVM Tl
KL U2WLUN B ETY, HT+ A2 D LUN OFKGHRHIZEEL T ZI W,

o LVM OHREZHH T 25481E, TA ATV Y —A (T4 AT RA T "lvm") & RV 2 =L 3=V vV —
AEMHL TSIV,

UTFRT 1 A 27RO TT,

EEROT 4 A 71213 8EHD LUN BRI E 3, Bz, Disk "~ hE—FHEHLUN &, E8OT 1 A7 %K
DT LT 1 22 7 h—F dgl. dg2 MIEHEL £ 7,

T 512, dgl 2 5IdRY 2 — 24 vxvoll, vxvol2, dg2 2 513AR Y 2 — 24 vxvol3, vxvold DRI NTWET, K
Va—LET A A0 TN—=TP SR LN—T 13T,

CLUSTERPRO Tl&, T4 A2 7N —T1E VXVGM T4 A2 )0V —FV Y —2i1Z, RY 2—,I1Z VXVM RV 2 —
L)Y —=AIZHIGLTWET,
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Actual disk

~

Disk heartbeat-dedicated LUN

Disk group (Virtual disks)

| \

..................................................................

-

M 6.1 T AR

6.1.4 NA TV RTARVELTEARATEZTARIVDEHICDOWT

e Linux DmdIZLBANTA Ty b, RVa—Lty b, I5=VF NUFAANTATEY MR,
NATYVYRFAL AT NI —=ADTFTARNR—=FT 4 a v T —ZN =T aVilffiHTEI idTE%
HA,

e Linux DLVM IZ LB RV 2 — L% T TARNR=F 4 ¥ avRTFT—RXNN=F 1 a IiZifldT5Z & IXmhkE
TY,
7272U. SuSE Ti&, LVM * MultiPath IZ & 2R 2 — L% T =X A—=FT 1 ¥ a VILHHTEILIETEE
A, (SUSE Tlx. TN SDKRY 2 —LIZK3 % ReadOnly,ReadWrite D il % CLUSTERPRO %375 Z
EMTERVD,)

e NATVY RFA A7 Y Y =%, Linux Dmd ® LVMIZ LB A T A Ty b, KV a—Lty b, 3
T=D2T, NRUVTAMARNTA Ty PORNRETRILIETEEEA,

e NI TVY RF4 ATV —=RA&MFHTBIEINITVY RFA ATHDONR=F 1> ay (FT—KN—=F 1
YavEEIIARN=T 4T a V) RRBETT,
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c ILIINATIVY RT A ATZHDT 4 A0 % EFT 4 AV ELETHRT 255101, AT« A7 KEEZIL
ET2V—NEOT + A N—F = )Y —AHDN =T 1 ¥ 3 VHEBETT,

e NATVYRF 4 ATHADT 4 A7 2 HET 4+ AVBEETHRNT 4+ AT DOWIRT 2856, X—F1av
DR D FFIEIILATD 2 o23HH £,
- 0S (oot X—=F 14 arvPswap N—FT 4V aV) bAUT 1 A2 EIZNAT VY RF 4 A7 HDIN—
FAYAY(ITARN—F 4V aVEF—RN—F 4V a V) RHRT S
—0S EEHDT 4 A2 (F/ELUN) ZHEGEIN LTANT TV Y RTF A AZHDNN =T 1> a v ik
PR
e UTF2BFIZLHZETELTLEZIN,

- EEROMATE, Rz ERT 5E
-OS BiFHNCNA TV RT A AVHADT A A2 2 HET 5 L 2 MR L £7,

— H/W Raid OO HIRE T LUN OEMAST E R W5E
H/W Raid ® 7V 1 > A b —JLEF)ILT LUN HEREEBRHEERIGE
SOS LRIUTAARZIEINATIVY RT A AZHDONN—F 4 ¥ a v Z2ERLUET,

NATY)y RTARY )Y —R%MRT DEE
BERN—FT 1> aY HET 1 RVEE HERTRVWT 1 RV EEB
T—=RNRN—=FTtvav WAL B
IIARN—F 43w DAL E
TAAIN= = HR=T 1 ¥ay | B e
0OS Y@ UF+« A2 (LUN) _ETOREH — T RE

e NA TV Y RTF L AT )Y —ARERFEHATREEITIE, T5RNTITIVY RT A7) Y —ZEIZfEB D
LUN ZHE GEBIN) 52 2 #EL £,

Ff—DF 4 A2 FIZEBDONA TV RF 4 A7) — A ZMIRT 5 L HEEDIER T I 5 —EIRICHRI A
MBZERHVET, ZTNSOHRII Linux OS DT 1+ AT 7 72 ADWREIZERNT2EDTT,

e NI TVYRTFAATHADT A A7 LUTHHATET A ZATDRAL TRIAAN) B —NHTRLZIG5E
DEE
T—=RNRN=F42avOY A AU T —HEDOHHOBERPUATIZRE LT =X =T a vk
FERL T X0,
AE—xOHY—N=s -0 —N\

A=Y —NEF. N TV Y RTFA AT VY —ADRET BTz ANF—NTIN—TDT A VI —
NRY Y —=DEWT—NZ2ELET, A=Y —NEE NI TV Y RTA AT VY —AWFET S
TxANT—=NT)N—=TDT A NA =R V=P ENF—R"E2HEL XTI,
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T, TR =F 1 varoya XF, av—uflle a¥—%ll & T 32GiB, 64GiB, 96GiB, - (32GiB D
) 2ERVE S ITER L T Z I W, 32GiB D82 E <Y 1 X0ga, I I 7 —HSICRKYT %
ZEWBHVES, T—E&N=T 4 a VRABREDOY A XATHETLLIIZLTLEI WY,

i)

WMHrEDL | T—91—FT1>a>DHA B
jca zx
H—s31 H—/R2
OK 30GiB 31GiB MG & H 0~32GiB K DHFANIZH 5 DT OK
OK 50GiB 60GiB i & H 32GiB BA_E~64GiB KD FFHMNIZ H 5 D
T OK
NG 30GiB 39GiB 32GiB B\ TWA DT NG
NG 60GiB 70GiB 64GiB % E\WTWA DT NG

6.1.5 IPV6 IFRIEICDWT

L)

TRCOBEARIE [PV BRETTIAIITE ZH A,

* BMC N—hE—HYY—2R

e AWS ElasticIP V V — X

AWS RAEEIP V) Y — R

AWSDNS VYV —2A

e Azure 7H—T7HR—F DV —2A

Azure DNS VYV —X

* Google Cloud {RARIP J YV — A

¢ Google Cloud DNS V ¥/ — &

e Oracle Cloud kA8 1P V)V — &

AWS ElasticIP E=&Z VYV — X
AWS [RAEIP €E=X VY — A
AWS AZ E=X 1)V —X

AWSDNS £=X1J YV —X

e Azure 7B—7 KR —HFE=ZX VY —R
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e Azure U— KNSV AE=ZRY Y —A

e Azure DNS £E=% 1Y —2X

Google Cloud fRAH TP E=X2 Y VYV — &

Google Cloud B — FNNZ Y AEZZX Y Y —

Google Cloud DNS €=% 1) YV —X

L]

Oracle Cloud R IP E=X V) YV — A

OracleCloud B — K NT VY AEZX Y Y —A
TELOMREIZ) o7 —ALT7 NLARBHTEZEA,
s LANN—RE—=hY V=2
o A—FXNVE—FLANN—hFE—FYYV—2R

e IF—TAAZAXT

PING #v b7 =2 =T ¥ a VRRD Y — A

FIP VYV —2A

VIP VY —X

6.1.6 v hT7—2IBKICDWT

NAT BREEED & 512, B =D IP 7 RVABIUCHFEY =D IP 7 F L AR, &Y —NTHRAED L S 5HK
IZBEWTIE, 77 AR EBEEMATE ZEA,

PAFOBE, NAT HEZFICEHATHRZD 2y P =2 IZHRHI N2 ADY — 2R L TVET,

Z ZT. NAT ZE&E D E D "External network 75 10.0.0.2 58D/ » + %, Internal network 127 4+ 7 — R" {Z
HoTWzEULET,

U2 L. ZOBRET Server 1 & Server2 T S AR EMET LI 2ERL L, EY—NTRLBZXY T =7
DIPT RVAZBEST LI IR ET,

ZDEIZEY —NDPEZRZY T2y MIEESNZBRETIE, 77 AXE2EUSHEE - T2k TEZ
A,
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NAT device
External network Internal network
___________ 1
10.0.0.2 192.168.0.2
--------- >

10.0.0.1 192.168.0.1

Server 1 Server 2

6.2 I AREMETERVERDH

* Server | TDZ 5 AR HKE
- ¥ —,3:10.0.0.1
- #HFH—3:10.0.0.2
s Server2 TN 7 5 AR HKE
- B¥—,3:192.168.0.1

- HFH—,3:10.0.0.1

6.1.7 E=49 )V —RAOEEFED IEEEFEIICRA V) T hEETTD] ICDWT

W= a3y 3.1.0-1 BABER S, FIEERTE 7 oA VA= NFNZH A2 ) T M E2ETTE I EAHEICR D £ U7z,

WINDHABFEUAZ Y T IREFTINET, ZDH, 3.1.0-1 XOETiON—=Y 3 > T TEKEEHTAZY) 7
NEEFTE] ZHRELTOVAREEICIEAZ Y TN 7 7 A IVORENRBEIZREG50H D T,

FIEMERT, 7 A VA—NENZAZ ) TR 2FET T EITEBMZRET 25121, A2 ) 7 h2HEL, HED)
TEIZ & 2810 3T 2R T 2 BB H D 7,

FEBEDOY) D STz DoWTE, TV 77 VY AHA R) O T£E=X2Y) Y —ZA0FM] kI hTcnd, TEEA
20T, FEEERAZ Y T MIOWT) 22BLTLZE N,
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6.1.8 NIC Link Up/Down €E=%1' YV —2X

NIC DR—=F, FIANIZ&oTE BER joctl() DY R—FINTVWARWEEDRH D £7,

NIC Link Up/Down € =% 1) YV — ZADEIERIEKIE, &T 1 A b ) Ea— XS 25 ethtool 2~ > FTHERT 5
ZEMTEET,

ethtool ethO
Settings for ethO:

Supported ports: [ TP ]

Supported link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Advertised auto-negotiation: Yes

Speed: 1000Mb/s

Duplex: Full

Port: Twisted Pair

PHYAD: O

Transceiver: internal

Auto-negotiation: on

Supports Wake-on: umbg

Wake-on: g

Current message level: 0x00000007 (7)

Link detected: yes

* ethtool I ¥ > ROFEFR T LAN 77— 71D Y > 27k ("Link detected: yes") BWHER S N2 WGE

— CLUSTERPRO @ NIC Link Up/Down € =% V) YV — AW EI{ER AT RE 2 A REMEAT S W T, IPE=X Y
V—=ATREBELTLZI W,

* ethtool I ¥ > NOFER T LAN 77— 71DV > 7 k¥ ("Link detected: yes") BERRI NE5GE

- %< @4 CLUSTERPRO @ NIC Link Up/Down =& UV — ZAH EifEA[RE T AY, A IZEIER AT AE
BGEDRH D T,

- RIZUATFDE SN —=F Y =7 CRIFEATREGER DD ET, PE=X) Y —ATRELTLE
W,

- T —FH—NDIIIZEBOLAN DI X7 XL NIC OF v FL ORIz N— Ry 2 7 HREEINT
Wb 54

— BG4 D NIC 2 Bonding B3 D 4. MII Polling Interval DR EMEAS 0 ML EIZEE I TV 2 0
ALTLEZE W,
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F#% T CLUSTERPRO # {#if] L T NIC Link Up/Down & =& 1) ) — Z D A5 % iR 3 2 A 11T AR O FIE
TEMEMRR 21T > TL 72X\,

1.

NIC Link Up/Down € =% U ¥V — A & fEIERIZEHFL T EE W,
NIC Link Up/Down E=% Y YV — 2D RERBREEIEEEDOREIZ MMd L] 2R TIZIW,

7T ARBEHUTIEZI W,

. NIC Link Up/Down E=& )V —ADAT—RAZMRLTLZE W,

LAN 7 =71 DY ¥ 7 REED IEH R RERF 12 NIC Link Up/Down €E=X VYV —AD AT — R AMRRFE L 2>
72334 . NIC Link Up/Down €=X 1) Y — ZXEERATT,

LAN 7 =71 DY v 7 kfe% BEREE () > 7 X7 REE) 12 L7z & Z1Z NIC Link Up/Down €E=X VY Y —
ADAT —RADEY L 72> 72384, NIC Link Up/Down € =2V YV — ZIFEEATRET T,

AT —RAPIEHE D F £2/LARWEAE. NIC Link Up/Down € =X Y Y — R IXEMERETT,

619 I5—FTARVVY—R NTYYRTARVY)Y—2D write tEEEICD W T

6.1.

S

¢« IF—F 4RI NATVYRF 4 A7 VY —ZAD write WHIZ 2w NI —2 2 RHB LU THEY—NDF «

A~ writee, BY—NDF 1 A7 write ZI7WVWE T,
read IZFEHY —NUOF 4 27 S5DHAread UE T,

o FEOHMIZED. 75 AXLTWARWHEEY — N2 AT write EREDBIL L £ 9,

write (2 A — N U AIZFH AL =Ty "DRERINDE VAT L (EHRVPLE VT —EAR—AVAT L Y)
ik, XET 2 A7 EHE TRELZI WD,

10 S5—FT4RV)VY—R. N T)y RF4 RV Y—2% syslog DEAFEIC LAV

—TAATVY)—=ARNL T VY RTA ATV =A%V M LETALVZ MIRHTTo LI NPTy

A%, syslog DAL E UTEHELRVWTLZI W,

7

—F 4 A7 337 MDY NZBRIZ, BEANERANTEETITI—N=—T 1 ar~DOIOMPILELZ &

RHOETH, ZDL & syslog DHAWVIEE > TY AT LDVEFEIZRDWREERD D £,

S

—TFTAAZVY—=A, N TVY RF 4 AT )Y =R UT, syslog #HIT20ENHZEGEICIE. T

EHELTLZE W,

e 37T 4 A2 A% FDONRJTLEALD FHEE LT, bonding ZFIHT 5,

o I—YHEMERDXA LT Y MERPI I —BHED XA LTV MiZFHET 5,
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6.1.11 I5—FTARVVY—R N TVYRFARY)Y—AETHRHOEER

ST —FTARINVY=ARNATVY RTFTA ANV —=2A%ITI Y UETA L2 NIRRT TTFo Lo MY
RTFTANMANT IR RATETAEADRDZGEE. vy "EV VR T oA NF =N RERT 1 ATV
V= ADIEEMIC R BBRIZ, BT A2 ) T ERHoTET A AT VY —AANDT 72 A% T Uik
LTLEEW,

BT A A2 )Y —=ADZRFIZE > TR, Trv Uy MEORERMKEE (&7 A2V Y —-AIT 7%
ALEEFEFOTORAEBHIE T $5) Mirbhizb, 7o wy MR CIREMERFER M)
(OS vy bEYVE) DTN DTHILhHOET,

IT=FARAIVY=APNA TV Y RF4 AT VY =A% LT L7 MURHTFo Lo MY
RT7TANMIHUTKEDT I ARTo7256, T4 A7) Y —AEEEROT VIV MIT, 774
WYATLDF YV aildT A AIAEZLRINZDIZEVKHEEPREZ LR HD ET,
ZOEIBGEEITIE, TAAITADEERUPEEIZRETTELS. 7TV bOXA LT Y MEMER
BERSTZHEEBIZLTLEI N,

124

5 6 E IEHIREIR
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A= Ty THAR, ))—21

o FRODOBEIZDVWTIE,
TV 757V Y AH4 K1 O T7V—=TVY =203 (CRBEINhTNW5D,
R4 A2 VY —A%8ET2) INATVYRT1AZVY—A%2HETE] O
[(EIHENE] & 7%, [l X 70 [(A%] Ja s+ [TV IY N &T
., ZRBLTLEZIN,

6.1.12 EROIERABI T —BDOT—FBEMEICDWVT

FERAPE-—FDIT—T A AT INA TV Y RFT 4 AT, BARODT =X =T 1 av~0EERAE, [
Ul TRERD T — 2 =T 1 ¥ a VIt FEML T,

37T 14 AV OYIEEFX I 57—V vl oER (2 —) ML ZoFEZRAETVARIETND
72, RO T—Z =T 1> a v EZHb 7 7 A NVEOT —2BEEIIMEZNET,

UL, BEROIZ—FTART INATVY KT A2 )Y =AM TIREBELAAETPEILESNETADT, Hlx
T —BZR—ADT—RAR=AT7ANEeTy—FIN (BF) T7ANDEIZ, —HDT 7 ANHMA LD
22T —RDBEEWNMRTRNT 7 ANVEEBOEFRMI 7 —T « A7 IZHHEET S &, Y — XY VET
Tz ANA—=NUBRIZEET 75— a UHRIEEIZEEL L R Retd » £9°,

ZDD, ZOEI BT 7 ANVIEBTHEH—DIFAMPI T =T+ A7 /N4 TV Y RT 4 A7 EIZHEL T ZI W,

6.1.13 IS —REHAERILABEDOEBEDI S —T—9BBICDODWVWT

37 —FAAFDOREDIFT—T A A7 NA TV RT 4 AZIZH LT, I7—FT 1 A2 Y A MR clpmdetrl /
clphdetrl 3<% > K (--break/-b/--nosync & 7> a &) TIZ—Ezdl L7546, I 7 —FBEN (2
E—5ll) O%—nN"DIT—F 1 A7 Z@HNEE (727 ¢ ZAHIRAER) ikl I 7 —fREB I R>TT 72 A0
BEIZLTH, TOT7ANVATLART TV 5= a v T =R BNEREIZR>TWAEERH D T,

ik, I T—FTM (VY =ADEELTWAHD) Y —NIZ T, TV T =2 a v R T —F 4 AT HEEA
BEIAAETTH-720, OSDOF ¥ v a%E (AEVE) UF—RRE0—HPEREINZEETCITI—FT1 A
IANFERZEBIZEESEINTOARAWRETH 72D, FEHLTWEARRTH 7070, HEiL~EATE
TWVWAED L AMHTETVRWED L INBET 2EEELP LN TOVRWVRREBDO X1 I V20T, I 7 —H#A% dlr
THEDICHELET,

T[RRI (FEEERMD DI T—T 1 A7 IR U TBREEDENIZRETT 72 ALZWESICIE, 37 —F
Woel (AR, VY —AWEELTWEH) THILEOEREBZMoThrs, I 7—0RMZHH LT
XV, HULIE, —HIFEEMEIC T2 Z e CRIERIERZ B 2> TSV, (T r—vavi&rickn

T —HHBADT 7 AP T LT, IT3—FTA4AIZDTUITVMIEDOSDF ¥y yaEERNIs—F 4 AT
ETHEEHINET,)

1 SR DIz 2\ C 1 StartupKit 128X 1T \v 5 T[CLUSTERPRO X PP #4 K (A7 ¥ a—L 3 5—)]
%%ﬁﬁb"c< f:éll\o
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mBRMIZ, 27 —Mimath (25 —FRAME&D) OIF—F1 RPN A TV RF1 AZIZH LT, 35—
IF 2l L5aics, IS —RAMEND I 5 —F 4+ 22120 U TERENENE (7 27 & ZAHIBRMER) ikl 3 5 —#
REBIR>TTIZ7HALTH, F7ANVVATLRT TV 5= ay T —ABRREIZRoTWAEERH D
7,

Zhe, FHEZ, AHTETWRED EAMTE TORWERD L NRET 2 BAEN N TWARWVIREETI 5—#
Ii 2 il B bIcRELET,

6114 S5—F4 R, MTYVYRT1 RV ) Y—RIZH$ % O_DIRECT icDW T

IT=FTARARIVY=A, N TVYRFAL AT VY —=ZADITF—=NX=F 143 »vF/N1 X (/devINMPx) (Z5 L
Topen() Y AT L I—)VD O_DIRECT 77 7% #HHALARNWTLZI W,

#1121 Oracle DF&E/XT A — X D filesystemio_options = setall 72 X AT NIZFEH L E T,

e, TAAZE=ZLZYY —AD O_DIRECT iklE, I7—-FT4AZVY—A NATVY FT4 A7V Y =X
DIFT—=N=F4aryTNT R (dev/INMPx) IZH LU TEELZWVWTLEI W,

6.1.15 SS—FT ARV, NMTYYRFTARIVYY—RICWT BMEAI 5 —EBEBREICDOWVT

ext2/ext3/extd/xfs &, TDMDT7 7 A IV ATFLETIX, I T —HEPLHI 7 —ERIZOP D LREPELRD
E

FER: xfs DLEIE, VY — ZIEEER O T TR 20 £,

6.1.16 S5—FT 4RIV, NATYY RFARIZAXT MIDOWT

RT=FTAAI NATIVYRTF4 A2 337 bEILEATIHECIEHADIP T RLADNN=Ya Vi
FTAHZTLEZI W,

—F A4 AZAXTFDIPT7 FLVRIFITARCT, IPv4 £/2FIPVO DEL ST F S ZTLIZE N,

L]
Jii
i
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6.1.17 JVM E=4 )V —RIZDWT

o FIRFIZEEATREZR Java VM I K 25 AT 9, FRICEEHIATREZ: Java VM & 1 Cluster WebUT ([B5 4 ([
B R T-[#B4]) TREIZENT S Java VM B D Z & T,

 Java VM & Java Resource Agent [l 2 % 27 ¥ 3 VI SSLIZIFNIGL TWERA,

« ALY RDT Y Fay Z3MRHTELWEAVRH D £9., Znid, Java VM ORI THRAEL TWEREAT
3, FEMIE. Oracle ® Bug Database @ [Bug ID: 6380127 | #ZHHL T ZE W,

¢ JVM E= X V)Y —ANEHTES JavaVM 1Z, JVM =X VY —ZADFMEF DY — N LR UY —HOD
HATT,

¢ JVM BEZR VY —ADEHTE S JBoss DY — N VARV AF, 1 ¥ —NIZ 1 DFETTY,

e Cluster WebUI (2 7 A X 7085 ¢ -[JVM %] & 7-[Java 1 A h —)L8A]) TR&RE L7z Java 1 A b —
WRAE, 7 ARZNOY—NIZEWT, HEOFREL R £9, IVM BEGA#HHT 2 Java VM DN —
VarveiU Ty ITF—bME ZIAZNOY—=NIZBWT, ALHDIZLTL I,

o Cluster WebUI (2 5 A& 7085 1 -[ITVM Bt X 7-[Bf&E] X1 7 a7 [EHKR—- &S] THREL
FHR—-IESIE, Z2IAXHADT—NZBEWT, @O EL R £,

e x86_64 |k OS LIZBWT IAR IRDEMRNRDOT TV r—v a v EEIETWAIGE, BHE2iIT>Z2F
TEERA,

e Cluster WebUI (2 7 A& 7185 1 -[JVM Eiffl] & 7-[lx Kk Java b — 7 ¥ 1 X)) TEREL 725K Java b —
TH A X% 3000 R RERMFEIZHRETHE., IVMEZ XYY —2AHEENCEIR L 9, VAT LABEEIZHK
G350, VATLDATVHEHEZTICRELTLZI N,

o U— RANT VY EEEDEHNSR Java VM O EAMTE L BEREZ RIH T 25513, SingleServerSafe TDF|H % #
LU EF, F7z. Red Hat Enterprise Linux TDAE{EAIHET T,

o BERIXR Java VM OEEN A 7' 3 iz [-XX:+UseG1GC) IS T W B4, Java 7 BARITIZ JVM
TRV —AD [7ENF 1 -[EHR (EH)] X 7-[F4) 7a3F7 1 [ A€V X THNOHRTHEH IFEHTE
FHA,

Java8 DIETIX IVM €E=X VY —AD [T u85 1 |-[E#H (EA)] £ 7- [JVM &3] 12 [Oracle Java(usage
monitoring)] % E R NIXEHFAEET T,
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6.1.18 X —JL@EIRICDOWT

A —)LiERFEBEIX. STARTTLS % SSLIZHG L TWEH A

6.1.19 Xy N —JZETOEHICDOWVWT

o [ELLHAIZ, BETLP2A4G) Z2HHT 54, BHETIISAT—RE2HRELEZVWT RN,
TEI77ANVOEEIZLZEERZITIGE. DOMPUDEE T 7 A VEHEICHIGE LRy b7 — 78E4T 12
TEI 7 AN EEBRLUTHELIMBENDH D £7,

LR T 7ANDOEFIZEL TR, &3y M7 — 7B ETORHRSHEZSZBLUTTI WY,

o XAy N —=OBENTIZ 2 S ZARNDY =" 5D sh AX Y REFZHATEEIIZHELTLEI N,
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AY—rT

v THA R,

V-1

6.2 OS 1 A b—JLEI, OS 1 VA M—ILEF

OSZA Y ARN—ITEHEZITRETENTA—XK,

Z&TT,

6.21 SS—HDT 1 RAJZIZDWVWT

e FURAITDNR—F 4 ayv

— () ¥ — NIz

)Y — Z DR, x—3

BTk, 280V —NENFNIZSCSI T4 AV ZHHLTWET,

T4 ATHNET T ARXN—TF 1> a2 (Cluster partition) &7 —X/¥—F 1 ¥ 3 > (Data partition) |2

DENTVWET, TONN—F 1 a0l

IT—NR=F 4 arTFNRLALIEEINE T,
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Disk
/dev/sdb
——
= Cluster
— - partition

/dev/sdb1

|
B

Data

- partition

/dev/sdb2

Mirroring

1 2ODSCSITAAZEWBLT I DDIT—FTAATZDRTIZT 5L

VIN— VIR THEELTCHEZW

IT—FTARINVY—ADT A IVI—NRDEATH Y,

Server 2
Disk
/dev/sdb
@ | —
— Cluster =
- partition —
/dev/sdb1
.. Data
- partition
/dev/sdb2
. J

X 63 T1AZEN—T 1> a ik (SCSI T 1 A7 8w

- () T =30 OS MM NTWB IDE T4 A7 DEEMEFHAFEHLTIST—FT 1+ A7ORTIZT

556

MTiE, WEBT A AZD0S EMNHEHLTWARWEBEZ IS ——F 1Y a Vv FNRA A (75 ARN—
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Fa4vay, F=R&NA—F4varv) LUTHHEALTVWET,

Server 1 Server 2
Disk Disk
/dev/hda /dev/hda
[ | [ N\ / e |-
[ ] OSroot OSroot : |HEEE
[ partition partition i |
- /dev/hdal - /dev/hdal
OS swap OS swap
partition partition
- /devinda2 : - /devinda2
lllllllllllllllllllllllllllllllll ; lllllllllllllllllllllllllllllllll:\
Cluster Cluster
partition partition
- /dev/hda3 - /dev/hda3

— Data — Data
partition v — -~ partition
- /dev/hdad Mirroring - /dev/hdad

//
.
s
\

64 FTa4ATENR=FT 12 a ViR BEGET « AT D% S 5HIF R

- 35—=R=F4v3avFN1 AL CLUSTERPRO ® X T —1 VI R I A4 ND EMIZIRMET 57851 A
’C‘\—;—o
— VFARNR=F 4 aVveT—RAN=FT42arvD2ODN—FT 4 avERTTHELTLEZI N,
- OS(root S—=F 4 ¥ arvPswap N—F 42 aV) bEUTFA A EIZITF—NR=F1vay (ITFAX
N=Favay, T=ER=F4vav) &ffifd5ILLARETT,
« PRERFOMSTME, MRz EHT 2858
OS (root X—F 4 ¥ avPswap N—F 1> ay) LHIZIS—HOT 1 A7 2HET 5L %2
R"LET,
x H/W Raid O kD HIE T LUN OBEMA T E WS
H/W Raid ® 7)) 4 > A b —)LE F )L T LUN RERRZA S AR #7225 4
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OS (root S—=F 14 ¥ av®swap N—T 1> a V) bAUT A AZIZIT—N=FT1¥av (FTALX
N=Fqvay, T—EANN—=F14vay) 2RI L0ETT,

o T4 AV DREE

S5 -—FTAAZE L THERDT A A2 2T N TEET,

I 1 D20F A AZIZEBDIST—N—F 4> a VI AZ2EYYTTHiHTERIEATEET,

— (Bl) WY —N2 2 DD SCSI 7 1 A2 %

Server 1

Disk
/dev/sdb

Cluster
partition

=

Data
partition

—

/dev/sdc

llll !

Cluster
partition

’

Data
partition

~

Mirroring

Mirroring

HLUT2DODIF—=T 4 AT DRTIZY 258H,

Server 2

-

Disk
/dev/sdb

(.

—

Cluster
partition

=

Data

partition
\_ J
/dev/sdc
[’ A
Cluster !
partition -

Data
partition

.

6.5 BBOTARAIZNTNEIT—N=FT 1 arve UTHHA

—1DODTF A AT B FTRARNR=F 42 a v T—R=F 14 avaERT7TTHELTLLEI N,

- TFT—AR=F4aVvEIDHOTAAY, JIARN=T 42 avi220HDT A AIL2T5L5%
ENAIITEEEA,
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o (B Wi —NIZ 1 DD SCSI T4 AT ZWEHRLT2DODITFT—N=FT 1 aVild 545

i, 1 2DF 4 AZRNIZIT—N—F1arvi2oMELEEEE2RULTWVWET,

Server 1 Server 2
Disk Disk
/dev/sdb /dev/sdb
— N ) ( | (.
— s Cluster =emm Cluster —
y | partition “ | e ]
L\ =/

- partition Mirroring

- partition

)

s Cluster

- partition
Data

- partition

s Cluster
- partition

e

Mirroring

-
\

6.6 T4 AZHNOEREEITFT—N=F1>are UTHH

e FAAZIZHUTLInUX PmdiZ&BA M1 7y b, RVa—Lbtv b, IV F, RNYUFqffsE
ANTA Ty POKEEIZY R—PLTWERA,

6.22 NATY Y RTARV)Y—=RBADT 4 Z7IZD2WT

« FHAIDNA—F 4 ayv

HET A7 EFERTRVT 1 A7 (V=W T—HTHEL TOWARWIMIELT + 2 7 EK
N EeMETEIIENTEET,

- W2 BV —NTHEF 4 Z22HFHL 3BHOY —NTH—NIZHE LT« A2 21T 5154

X%, Server3 DT 1 A2 %I TF7—N—=F 4> arITNAI AL LU THEHALTVWET,
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Server 1 Server 2 Server 3
Shared disk Disk
/dev/sdb /dev/sdb
' m ) 4 N
O (| Cluster Cluster .
. partition partition e
- /dev/sdb1 - /dev/sdb1
N\ 4
N p
Data — Data
partition P ——————— =12 partition
- [dev/sdb2 Mirroring - /dev/sdb2
: Disk HB
- partition
/dev/sdb3 :
\ YsusswsnssnnnenwnEnnn R nnnwnnn® / \ _/
J

.

67 TA4ARZENR=FqYavii FET 1 A7 ENET «+ A7 {HHK)

- 37— —=F5 4 ¥ 3 VYT /N4 AL CLUSTERPRO DX 7 —V Y7 N T4 ND EAICHREET 2 731 2
TTQ
— DIARN=F 4 vaveTF—RNN—=F42avD2O0N—F 142 avaEXRTTHELTLEI W,
- HERTHRWT 4 27 (=W, V=T L TORWAMET + A7 ERRE) 2FHHT 5
BEIZIXOS oot X—=F 1 ¥ av®swap N—T 4> a V) LRAUTFTA AT EIZIT—R—F1ay
(ZFARNR=Favay, T—RR=F 14> ay)2@RETHILEARETT,
« PEEIRROMRSFIE, RE2 ERNT 254
OS (root X—F 4 ¥ avPswap N—F 1> ay) LHIZIS—HOT 1 A7 2HETHI L2
"LET,
s« H/W Raid DHEREDHIE T LUN OBMATT & mWigE
H/W Raid ® 7)) 4 > A b —)VE F)L T LUN RERRZ 56 AR #7225 5

OS (root X—F 1 ¥ arPswap N—FT 4V a V) LELT A AZIZIT—N=F1>vav (7
FSARN—=F4vay, T—RA=F14 ay) 2RETE5IEAHTT,
—ISENTITIVYRT A RATHDT 4« A7 %G T + A7 B CTHET 256CE. AT+ A7 KE
EHAETEY—NEOT 4 AIN= b = )Y —=ZAHDNN=F 4 ¥ a VEMBELTLIEI W,
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- FAAZIZHLUTCLInux O mdiZ&BA NS4 TRy b, RVa—Lkyb, 35V 7 RN)Fqg
EANTA T2y NOBREIXTR—FLTOWERA,

6.2.3 KFEIT2S177)

libxmlI2

OS 1 VA b —J)UIIZ, libxml2 Z1 Y A =L L TLEEX W,

6.24 IRFEITDRFAN

softdog
o A—YREME=XY Y —ZADEB LD softdog DEH. ZD KT A NBRBRETT,
e =R TNEVa—UBHIZLTL IV, AZFT 1 v 7 RIANTIREELEEA,
6.25 HERNYT—T
tar
* OS ATV AM—VIRHZ, tar 24 VA M =)L LTLEZET W,
6.26 ST— KA N\DAY v —FS

© IT-RIANEAY Y —FT 218 £fHHLET,
DFISA AR TANTE, AV Y —FHFO 218 ZHHLRNTIEI W,
6.27 H—RIVE—FRLANN—FE—FRSA/N F=TT7SATRIANRDAY v —FS

e W—FXNVE—FLANN—FE—FMFIANE AV —FT 10, ¥1FFT240 2EHL £,
e F—TTIATRIANE, AVY—FS 10, ¥ F%KS 241 2HHL £,

DRI ANPLEELDRAY ¥ = JORAFESEZHEHLTVWARANWI L 2R L TRV,
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6.28 TARVE=H1YY—ZD RAW EEfRBD/X\—F 1 > 3 VFER

e FAAZEZRYY —ZAD RAW B2 RETHEE. BEHEADOAA—=FT 1 arv2HARLTLEI N,
N—=F 4 ar¥4 i3 10MB HEHELTLZE W,

6.2.9 SELinux O E

 SELinux D#%5E % permissive ¥ 721 disabled (2 LT 72X\,

« enforcing (Z#%E 3 % & CLUSTERPRO TRHELBEEVTARWVBELRH D T,

6.2.10 NetworkManager D% E

 Red Hat Enterprise Linux 6 E#5% T NetworkManager ¥ — Y ADEEL TWEEHE, 2 v N7 — 27 QYW
WWEMUZVWEME GRERBEDOIR, 2y MU=V R =T 24 ZADHKRE) LR25BEVRHLH1-0,
NetworkManager %+ —E A 242 L 5REZHEEL £7,

6.2.11 LVM X495 —49F—FEVDERE

* Red Hat Enterprise Linux 7 BABEDERBE T, RV a—Av 3=V v VYV —A, BLUOR) 2 -4 12—V Vv E
=RV —=AIZT LVM OHEIERZT I HE. LVM AR TF— R T —E V2T EH0ERH D T,
ART =R T =2 NS 2FIHIILATFO@ED TT,

L MFOI<T Y FIZTLVM AR T =X T —EVZFIELTLIEZET N,
# systemctl stop lvm2-lvmetad.service

2. /etc/lvm/lvm.conf % #F4 L. use_lvmetad DffiZz 0 IZZEL TLE X W,
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6.3 OS 1 X h—JL 8. CLUSTERPRO 1 > X h—JLEl

OS DA VAN—IDETUEE, OSRT A ATDBRERITI) EFITEELUTHEHELZWI L TT,

6.3.1 BER—FES

CLUSTERPRO Ti%, U FOKR—  ESZ2HEHLUET, ZOR—FFEFIZDWTIE, Cluster WebUI TDZF A3 a]

HETY,

FElAR— F&FEFIZIE, CLUSTERPRO UAD T 7T L6 T 72 ALBRNVESIZLTLEI N,

P—NIZT7 74T+ —VOFREETIHBEITIE, FTRROF—FFEZITTILATESLLSITLTLEI Y,

AWS BIE OISR, 7747 94— VOREDOMIzEXF2)F 4 TN —F

TORATESLDITLTLEZT W,

o [H—/N-H—/[E]

[H—RPEI—TF Ry 7]

REIZBWTH, FalDdAR— bESIZ

From To -5

H— EEEDE NG = 29001/TCP EREAS

H— N EEIEDE NS = 29002/TCP F— Rk

P—N HENEI D 4T P—N 29002/UDP N—hKhE—=}

P—n SRR N P—n 29003/UDP 7 7 — hEH

P—n EEUEE N P—n 29004/TCP I5—T -V
e

= HE)E D 4T P—n 29006/UDP N — h ¥ — b
(I —FIVE—NK)

P—n EEUE RN P—n 29008/TCP 77 AR IGHRAEE

P —n EEVE RN P—n 29010/TCP Restful API A
s

= EHEE b YT H—n XXXX*® /TCP IT=T 4 AT
V=27 —X[EA#

Y —n EEUEE N F—n XXXX*" /TCP N A A
s

P = EHEE b YT H— XXXX*® ITCP IT—F I
Mg

ROR—T i<
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R B6O6—FIDR—IHSDHEE
From To &%

P = icmp P—=n icmp

I7-FIA4H
*—TT7 7147,
FIP/VIP V) V) — 2
D E AR

FJ—T—T VvV

i

—-

H— N EEEDENE H—N XXXX* [UDP WER T 7 FdfE

o [H—nN-0347 v MHE]

From To S
Restful API 7 54 7> & | HEhEI D 24T | $—,% | 29009/TCP | http /5

S HEED YT T, ZORMTHAINTOWARLWE- MNESPH DL TONET,

RT—FARIT NATVYRFA ATV —AZLIfHHT AR INEBTT, IT7—FTAAZVY—=A N TV Y KT 1 AT ERBFIZH

MIIEE LT 29051 & EEINET, £/, IT—FTAAZVY—=A, N TV KT RA7DBMIT L2 1 ZMAMENHBICERES N
7,

ZHET BI541F, Cluster WebUL D [ 5 —F 4 A2 V)Y —A 70T 4 ]-[fl] 7. [N TV Y RF 4 221 Y =2 7087 1] - [35#]
RTTHRELVET, FFHIZOVWTIR TV 77 LU AHAR) @ (V=7 Y — 2D 2BHLTLEIWN,

#7

IT=FTAARINVY=ANATVY RFA AT ZLIMHT IR EZTT, IT7=F1AZVY—=A, N1 TV Y KT 1 ZATERIRIZER
EFUET,

MM LT 29031 3@ s NE T, £/2, IT—FTAATIVY =R, N TVYRF4 AZDBMIT LT 1 ZMAFMEREERICHES N
7,

EETLE1E, Cluster WebUL D [2 7 —=F 4 A2 VY =270 RXF 1] -[FHfll] 27, [N TV Y RF4 A2V Y —=270F 1] - [F#]
RTTHELVET, FHHIZOVWTIE TV 77 LY AFARI O [Z7V—=T VY —ZA0FM] 22RLTLIEI W,

#8

IT—FTARIVY—=ANATVY RTFA AT ZLIIMHHT IR IEETT, IT—=F1AZVY—=A, N1 TV Y NF 1 ZATIERIRIZER
ELET,

HEEE LT 29071 BFEINET, £/, IF5—FARAZVY—=A, N TV Y KT 4 AZDBMT LI 1 ZMMA B EBICEES N
E3

ZHETLEEE, Cluster WebUL D [2 T —F 4 AZ VY —=A70XF4]-[Ffll] R 7, [N TV Y RF4 A2 VY —=AT 0T 1] - [FE]
RTTHRELET, IOV TIE T 77 LY AHLI R O (V=T VY —ADFM) 22BLTLEIN,

W2 SAZTaNTF 1]-[F—+FS (B2)] X 7T DEEHIEIC [UDP] 23E IR L, H— b HF S THELER—+ESE2HHLUET,
F 74 b FDMEETE [UNIX B A1 V] TIREER— MIFEHL EEA,
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e [H—/\ - Cluster WebUI ]

From To "%
Cluster WebUI | HEj#E| D 24T | ¥ — N | 29003/TCP | http {5
o [ZDAfts]
From To B
P—n SEOEE N 2y hU—28L | RREBOY=2T | xv N —7EL
xT VSR KT £
H—n HENE D 24T #—,8D BMC ® | 623/UDP BMC il #fl (58
Y Ax =Y AV L 1R IL/ER S T
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P =D BMC @ | HEE D YT P—n 162/UDP BMC 5 # FH 12 3%
YAr =TI AU B E S N AR
LAN E= X DEEHRg
P =D BMC @ | HEE H 4T P —,xD BMC @ | 5570/UDP BMC HB j&fs
A i SV TAHA =T AV
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H—N EEIEDENE Witness ¥ —/\ Cluster WebUI T | Witness /> — b
HEUVZBER— | =NV =D
~ &5 E072 T v Rz
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P—N icmp NFES ¥ —n icmp NAS VYV —ZAD
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o
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Y= HEIE O YT B Cluster WebUI T | HTTP i % v k
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H— N EEIEENE RS Cluster WebUI T | JVM £= %
E U 7 HEf R —
k3 5610
H— N EEEIENE P—N Cluster WebUI T | JVM £=%
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7 vy g
H— |10
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P —N EEEDENE P—N Cluster WebUI T | Google Cloud {45
BMELZAR—FE | IPYY—A

=]

=

ROR—T |2 <

6.3.

OS 1 X b—JL{&, CLUSTERPRO 1 » X b—JLH]

139



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21
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P — 1 EEEDENS P—n Cluster WebUI T | Oracle Cloud {578
HELZE—FE |[IPYYV—2A
el

HO VM E=R VY —ATRUTD 4 2OKR—-+BES2HHLET,

— EHR—-INEZSIEIVM E=X VY =AW NEBCHEHAT 57200 K- N FSTT., Cluster WebUL D [7 T A X T a/X5 1 [-[JVM E#l] &
TR E KA T a S THREVET, S OVWTIE TV 77 LY AHA K] @ [R5 A=K D] 22B LTI,

— B — N ESILEER S (WebLogic Server, WebOTX) @ Java VM & 5t 9 % 728D DR — b &S TJ, Cluster WebUI D4 $ 5 JVM €
ZRYY—=RZOD [TaRT o -[E (EH)] R T THELET, B OVWTE TV 77 LY AHA K] O TE=2Y) Y — D] %
ZBELTLEE N,

— B— NN U EEEHR— NESIER — RS U2 7558 ICHHT 57200 R— EETY, B—NNSUHEELZHEH LR
WiGAIX, REARETT, Cluster WebUI D [7 T AKX D 7085 4 -[JVM BEiff] X 7-[B— RS U HEERE] X1 70/ CHEL X
o FHIZOVWTIE TV 77 LY RAAA K] @O [T A=20FM) 22U TN,

- BER-PMESEBIGIPLIM I & 20— KNS VYR TS BEICHHT 27200 K- bESTT, B— RN &MLk
WS, BREARZETT, Cluster WebUL @ [7 T AKX 0T 4 -[JVM Eiffl] R 7[R — KNS VR E] X1 707 CHREL£T,
FHIZOWTIE TV 77 LY AHA R @ [T A—RDFEM] 2SBLTLEI W,

AL g — RS VSR, BH —NOEFERICHAT 2 RK— N ESTT,

*12 AWS Elastic IP V) / — X, AWS (R8P V)V —Z, AWSDNS U YV —Z, AWS ElasticIP €E=& 1) YV — 2, AWS {RAHIP E=%X Y/ —
A, AWSAZE=XY Y —A, AWSDNS E=&Y Y —ATld, AWSCLI 25/7L£7, AWSCLI Tid LD KX— + HS2MHL £
7,

13 Azure DNS UV ¥V — 2 Tl, Azure CLI 2517 LU £$., Azure CLI T LELDOKR— b BEES2MHL 7,

140 5 6 E IEHIREIR



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

6.3.2 BER— FESOEHEBE Y L THEDESE
¢ OS WWEELL TWAIER— FHESDOBEBHE D Y4 TOHIPH & CLUSTERPRO 2MEH T SilE R — M &5 L &
I 2560H0 £,

c BWER—IMREEOHBE D Y TOHIF L CLUSTERPRO AMHHT 2 @ER— N BEVEET ST,
HELRVWELSIZOS ORBREEEELTLZE W,

OS D FEARTE DRI/ Z B
BER-MESOHBE O Y TOHMIZT + AP a—Ya VITIRELE T,

# cat /proc/sys/net/ipv4/ip_local_port_range
1024 65000

N, TV =2 arvRNOS NEBEER-MBRSOEHE D L TE2ERL LGS, 1024 ~ 65000 O HilH
TT7 YA v ENDIRETT,

# cat /proc/sys/net/ipv4/ip_local_port_range
32768 61000

TN 7TV =Y a v 0S NEfEAR— NESOHBED FTEERL 286, 32768 ~ 61000 DI
TY YA vz RETT,

OS D E DZ

Jetc/sysctl.conf (ZBA R DT Z2EHMU £ 9, (30000 ~ 65000 (2283 58554

net.ipv4.ip_local_port_range = 30000 65000

ZOFEX OS HEBBIZHEMIZRD £7,
letc/sysctl.conf Z{EIEH, Fild I~y NE2ETT LI THRKMT 2 Z R TEET,

# sysctl -p
6.3.3 R— MITERZDORT BHREICOWVT
CLUSTERPRO OHERIZBENWT, ZHOY —N, 2HDV Y —RX%2HHL TWaE4, CLUSTERPRO O WNHRHE(E

AT —RAR—FARRLT, 77 AZY =N UTIEHICEHETE R RETEEERD D 7,
—AR— b & UTHHTE BHPAP, —HA— bR S ND ETORMEZLEIG U THEL T ZI W,
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6.3.4 FZIRHADRE

IIARYAT LTI, BEOY—NNORZ % EHWICRAIT 2 EAZHEREL T, np REEFHLTY—1ND
Bzl 2 E X T ZX W,

6.3.5 NIC /81 R&ICDWT

ifconfig I~ > RDERRIZ K D, NIC 781 A& 5% & 5854, CLUSTERPRO Tk Z % NIC 731 A4 DR
TEZNITHKEL £,

6.3.6 5T 1 RJICDWVWT

o Y—NDOHA VAN —LVETHEET A A7 LOTF—X %25 EHEHHAT 25E81%. S—T 1 ¥ 3 > OREHR
T 7 ANV AT LDERIZLZNWTLZI W,

e N—=T 42 a VDR T 7 ANV AT LDEREITS L HET 1+ A0 EOTF—XIFHIRENET,

e EF 4 A0 EDT 74NV AT LIF CLUSTERPRO A3fIHIL £ 3, ET A RA72DT 7 ANV AT L%
OS D fetc/fstab IZZ > P Y LW T LK 72X WY,

(fetc/fstab ~D T > b U BRBRBEARIGEIZI, ignore A 7Y 3 VIZfdiHE 3 noauto A 7Y a V&AL TL
FEWN,)

o FYAIN—bPE—=bFHN—F 1 ¥ 3 it 10MB (10¥1024%1024 /N1 b)) BLEREHR L TLEZ&E W, 72,
FUAIN—F = NHANR—TF 43 VICIE T 7 ANV AT LADMEIIREH D FH A,

e EF A ZAVDERETFIEIZ T4 VAP —I&EREN1 K] 28R LT EX W,

6.3.7 SS—HDOT 14 RZIZDWVWT

¢ IT—FTA ANV —AEBRHANR=T 4 a Vv (VITRARN=F42a ) IT—FT 4 AT Y)Y — AT

BER—F4vav (F—RNA—=F4vay) 2R ELET,

H
oF

* I7—T A AV DT 74NV AT LIF CLUSTERPRO DML S, I7—T A AZDT7 7 AV AT
L% OS D fetc/fstab IZT > MY LARWTL 720,
(R7—-NR=FT4YaVTNRAARIT—DIVVIERA VI, ZITARNR=T 4 avRT—X =T+
YavE, OS D fetc/fstab IZTY MY LW TLZEW,)

(ignore & 7Y a V& T Jetc/fstab ~D T > b VIFFTHORNTL7ZE 0,
ignore TLY MY U725&. mount DFETRHTIET V MY G E N E 35
fsck EATRHZIZ T T —DFETH I LD D £9,)
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(£7z. noauto & 7> a v TD fetc/fstab ~DLTY vV EH, o TFEHTYY Y FLTLEHIEGER, Ao
D7 TVr—arvPe U TULESITREMEERVWEREZRT, BITOHTEIHA,)

o VT ARN—=F 4 ¥ a ik 1024MB (1024*%1024%1024 /XA ) LAEMERL T ZE W, (1024MB 5 & 5 &
ERELTH, TAAZOIL AN DENI LD EBRIZIE 1024MB £ D KE Y1 AHHEHRESI N E TH
MEH O EEA), £/, Z2FRAZNRN=F 4 aViZ3 77 ANV ATLEZRBRELZVWTLEE N,

T—HAT 4 ATDREFNEZ T4 VAP =IV&KEHNT K] 22BLTLEIWN,

11

6.3.8 NAMTVYRFTARIVYY—=RADT 1 RAIICDWVWT

N TVY RFARIY Y —ADEHMAN—T 423y (FFAZN=T 42 aY) ENTITY v T4 A
IV —ATHHTENN=—F 4 vary (F—RXNN—F4aV) 2RELET,

¢ XSIEINATVYRTF A ATHDT + A7 2 ET 4 A KETHET 25510F, ET 1+ A7 %E
BT59—NREDTF 4 AN = VY —ZAHDNR—F 14> a VEMELET,

e NA TV Y KT AT DT 7 AV AT Lld CLUSTERPRO 2 HIHIL £9, N TV Y RT 4 ZA7D
T 7AWV AT L% OS D fetc/fstab 2T b LZAWTL 7230,
(R7—NR=FT42aVTNRAARIT—DIVVIRA VI FIARNR=T 4 a v RT—X =T+
va vk, OS D fete/fstab IZT Y h ) LANWTLZI W)
(ignore 7> 2 U} & TD Jetc/fstab ~D T h ) ETHRVTLEE W,
ignore TV bV U7284E, mount DEITRIZIZT Y MY BRI N E 35,
fsck EATRHTIZI T I =D RETH I DD D £9,)
(£72. noauto & 7> a »TD fetc/fstab ADLT Y V&, HoTFHTYY Y MLTLESHER, o0
DT TVr—=2avBe Iy U TUESHREEE RV EIEERAT. BT ITOTEETA,)

o 75 ARN—F 13 it 1024MB (1024%1024%1024 /31 b)) BAERERL TL XV, (1024MB 5 & 5 &
EIRELTH, TAHAZOYVAA MY DEWIZL D FEBRIZIE 1024MB & D K E Y 1 DBHER S N E T,
BEH D EFHA), . 2FARXRN—F 42 aVIZIETTANVATLAEBELRNTLLEI WY,

e NATVY RTA AT 4 A7 OFETFIEE T4 VA M= V&BREHTA N 2L T I,

e AN=VarvTld. "MTIVYRTFTARAZVY—ATHHATET—Z =T 42 aViZT7A NV AT L%
FHTERTIHERHD T, ERLULENZEEOTIEIZOWTIE, 1 VAN —IV&REHTA K1 D TV
AT LHERERETS] O IN—Fo 2 7HEBRBEORE] 2SBUTLEI W,
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6.3.9 TARINVY =R, N Ty RT4R9)Y—RText3 £/zld extd 2fFAT

77—
%5
Block size [CDW T

ST=FTARIVY =R, FERNATIVYRTF A ATV —=ADT =K N=F 4> a iz L, mkfs av 2 K%
FHITHEITUCext3 £/zld extd 7 7 1 IIVY AT L EMEFET 2546, Block size % 1024 IZfEE L RN TL 7230,

IT—FAARAIVY—=ABLIUONA Ty RF 1 227 1)V — 213 Block size 1024 25 G L TH Y FH A, HHRE
IZ Block size 2B T 254 1%. 2048 H2 4096 #HE L TLZX W,

6.3.10 OS EErFRE DRE

BIFEVBBAINTH S, OS EET 2 £ TORMD, FitD 2 DORMI D EL RS LB L T I W,
c EF 4 AT RMEHTAEEIZ. T4 A7 DEFEPZEAINTH SFEHATEEICA S £ TORME
e N—hE—hXA LT 7 M

BAEFMEE T4 VAN —IV&RENA R 2L T EI W,

6.3.11 Xy N7 —2VU DHESR
e A VRAFXIIMRIT—TA A AR VT AY V= DMERZLET, Z27AXNDTRTD
Y—NTHERLET,

o MAEFME [ VAP —N&RENA R 2L TN,

6.3.12 OpenlIPMI (DWW T

o LN DOBEHET OpenlPMI Z{EH L £ 9,
- IN—"TV) Y — ADIEVERE /G RERORMKT 7> a3 v
- BE=RVY—ADQERFEWET I a v
- aA—YPEEE=ZVY—Z
- Yy vy MR VS
- W< > v ORI LB E

- ERID 5 v T
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CLUSTERPRO (Z OpenIPMI i3I LTHE D FR A, T —FZHEH THlli& OpenlPMI @ rpm 7 7 1 LV %

AVAR=NLTLEIWN,

o ZHHAFEDY — N (=R 7T) D OpenlPMI A& A EIZ DWW TIE T —PFRRIZ THINIHER L 230,

e N—KYx7 & LT IPMI BKIZHERLL T WA I5E TH EBIZIX OpenlPMI 2AEIEL 2 WS H D T D
T, THEELEI W,

o = NRYZPRET D2 —NEHY 7 vy 2 72 HHT 254610 -V EME=ZV Y- T r Y

FR VA D= VEEROEERGIEIZ IPMI 238 R L2 WTLEE W,

NSO —=NEHY 7 F 7 & OpenlPMI (133412 ¥ —3 £ BMC (Baseboard Management Controller)
EHHT 2720BANEELVTIELKEHRMTS 2R TER< e £7,

6.3.13 1 —HEFME=-Y VYV —R. vv b UER (BEHRAE softdog) ICDWT

o BRI ERIT softdog % & AET B354, softdog KT A NEMHHL £,
CLUSTERPRO BA4 T softdog K71 N Z2ffHT 2BEREZEMEL R WEREICL T ZE W,
BIZIE. AR O &S aEN 3N § 5 Z LRSI N TVET,

OS fEHEFRAT D heartbeat

i8xx_tco K7 AN

iTCO_WDT FZ 1

systemd @ watchdog #8E, > v v b X' »EHEERE

o i ERIT softdog & AT B350, OS BHERAT D heartbeat Z BE L 72 WEREIZL TLZE W,
» SUSE LINUX 11 TIZERIGIEIZ softdog % 3% E T 2H,E. i8xx_tco N T A NEFBHIZMHHAT I &N TE
FHA, i8xx_tco RT A NZHLAWEEIE, i8xx_ tco 2T — RUARWVEEIZLTLEI W,

* Red Hat Enterprise Linux 6 Tl /71£IZ softdog % #%E T 26, iTCO_WDT K 7 1 N & [FIRFIZ T
52N TEERA, iTCOWDT RIA4NZMHLRVWESIX, iTCOWDT 20— R ULARWEEIZLT
7220,

6.3.14 OJIR&EICDWT

« SUSE LINUX Tl& CLUSTERPRO 0 11 Z U $RET OS O syslog 28T 284, m—F— b 3 hi-
syslog (message) 7 7 1 VDY 7 1 v 7 A7 5 728 syslog DMARDIGEREBREDEEL TH A
0 JUNEREBED syslog DR DIEE E1T D 721213 syslog DE—F — M DFEEE D K S ICEHE L Til
AT 20ERH ET,

* /etc/logrotate.d/syslog 7 7 1 )LD compress & dateext # I A > b7V b9 5%
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o BV —NTUZDRY A X0 2GB A HE., B TWENRRT I enH 0 £7,

6.3.15 nsupdate,nslookup (CDWT

o LU D #EBE T nsupdate & nslookup % {#H U £ 9,
- IN—=TVY—=ADXAF} Iy DNS YV —2 (ddns)
— EZRYY—ADKXAFIv 2 DNS E=ZY Y —2 (ddnsw)

» CLUSTERPRO (Z nsupdate & nslookup XA L TED £ A, T—HkkZHE THI& nsupdate & nslookup
Drpm 77 ANVEA VAR =)L UL TLZIN,

* nsupdate, nslookup (ZBI$ 2 L ROHIHIZDOWT, BALIIH G W2 U ERA, 2 —VHOHW, HEFICTT
A< ZEWN,

nsupdate, nslookup E/AIZBT 2 BfW&HHE

nsupdate. nslookup D ENELRAE

nsupdate, nslookup DAEEHNG, REGDFEE D FEE

£ Y — 3D nsupdate, nslookup DX JEIRILD BRI EHH

6.3.16 FTP =4 1)V —XIIDWT

o« FTP Y — N2 T 5NN F — A v — IREFIED A vt — I NEWES F - 1 3EETO8E., Bl
B GERDHDET, FTIPE=X )Y —ATEHTEEHEIX. NF =Ry —UPEHEROA Yy 2—V%
B LWEDIZLTLIEE N,

6.3.17 Red Hat Enterprise Linux 7 LU&F A DFEFEIE
o A —)LBERBEEETIX OS $2D [mail] I~ > RZFHALTWE T, B/MERTIE [mail] 23~ K231 VR
F—lINEVED, LFOVWTNLrEEBLTLEI N
— AR TANRTFAD[TTI— b F—VYR] XTI T[A—IVEEHEE] 12 [SMTP] %5&iR,

—mailx 21 VA M=),
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6.3.18 Ubuntu FIREEEDETEEIR

CLUSTERPRO B2~ > F 25179 2R E root T—HFTEFLTLEZI W,

* Application Server Agent |% Websphere E =X DAHHEARETT, ZNIMDOT 7V r—2 a v¥— )
Ubuntu 243K —h L TVWRWZDHTT,

A — )V ERHERETIE OS 2460 mail] 2 <> FERALTWET, B/MER T (mail] 2< > FH31 > 2
F—lanpwnizsd, UFowTFhrzEfHL T ZEn

— JIRARTANRTAD [T T— b P =Y R] ZTT[A—=IViEEHIE] 12 [SMTP] %3&R,

— mailutils 1 >~ A k—)Jl,

SNMP (2 & % R ISHEEIZEEL A,

6.3.19 AWS RIRICH T 2R H

AWS ElasticIP )V — A, AWS {RAHIP VY —A, AWSDNS UV —A, AWS ElasticIP €E=X 1)V — A, AWS
AP E=& )Y —A, AWSAZ E=X 1)V —A, AWSDNS E=& )Y — A TI&, JHTER/FEE VRS
AWS CLI 257 LTW% 9,

A VARV ZADHKEPIEL K BEE I NTWARWES, AWS CLI OETIZM L. Failed in the AWS CLI
command.] WAV —URHIINIGEELHD FT, TN AWS ODFRIZEEHDTT,

ZDEGE, A VARV ADOHKZIELUSHEEL, NTP 2 EIZ X W IBZIRMI 22 & 512 LT 72w, Fflld
[Linux 1 > A& > ZADEFZIOFE ] (http://docs.aws.amazon.com/ja_jp/ AWSEC2/latest/UserGuide/set-time.html)
EZIRLUTLZEN,

6.3.20 AWS IRIRICH T2 IAM DEREICDWT

AWS B2 515 IAM  (Identity & Access Management) DF%EIZDWTHHAL £7,

CLUSTERPRO D —#RD#&HEIL, T DMELD 7212 AWS CLI 2 A THEIT L £9 ., AWS CLI B IEFIZETF I
57Dz, HTZ IAM OFRENBEL RO £,

AWS CLL 27 7 ¥ AFal# 52 5 /i LT, IAM B—)V 2 {iH$ 5 fit e, IAM 2—¥Z2HHT 3 it 2
WBOWHY ET, BARNIIIES VARV AIZAWS 7272 ZF— 1D, AWS =2 Ly b7 72 AF —2REFET
ZMEN R F a2V TADVEL LB ENS, HEDIAM B —)V &2 T 5 A3 2 HERL 7,

IAM O EFNEIZIRDED T,
1. EFTIAM KV U —2ERL T, BRD [TAM KY —DER] 22BLTLEEW,

2. IZA VARV ADBERITVET,
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IAM O — V2T 2548, BAD 41 VARXRVZADERE -IAM B — L 2{iHT5] 22BLTLEE N,
IAM 22— ¥ %27 258, BARD (1 VAZXRVADRE -IAM 22—V %275 28BLTLEIW,

IAM R & — DR

AWS D EC2 X S3 X DY —VCAANDT 7Y a vzt 37 7 AHF 2R UAEZRY O —2ERL E
3, CLUSTERPRO ® AWS 3V Y —AB L UVPE=X YUY — AW AWS CLI %2 Ef7T B 7= DIZFHFa] A RE
BT 7VavIiIBAFDEBH T,

BERRY —IHREESI N TR’ HY T,

o AWS {RARTP VY —ZA/AWS fRAEE TP E=X VU Y — 2R

B
VPC, V—bhF =TI, XV NT—=O AV RT
T —ADEREZ G T ARHZHETT,

ec2:DescribeNetworkInterfaces
ec2:DescribeVpcs

ec2:DescribeRouteTables

ec2:ReplaceRoute V=T —TNETHHT IRIBETT,

¢ AWS ElasticIP V / — A/AWS ElasticIP €E=% 1/ — &

StEA
EIP, v bTU =24 V&7 x— ADEHREIE
THRHZBETT,

ec2:DescribeNetworkinterfaces

ec2:DescribeAddresses

ec2:AssociateAddress

EIP % ENI (Z#] ) 4T AHBIZHETT,

ec2:DisassociateAddress

EIP % ENI 2 58] b # g BUZ B E TS,
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s AWSAZ E=X1)Y—X

Tovay EHEA
ec2:DescribeAvailabilityZones TRAZEV T 4= OWHREIGT 5T
BETT,

* AWSDNS VY —ZA/AWSDNS £€E=X 1)V —2A

To Iy 5BA

route53:ChangeResourceRecordSets YUY —ALd—RKtv bDEN, Hlkk #HEHNE
DEFZ2THRHICBETT,

route53:ListResourceRecordSets VY —=Z2La—Rtvy b OEHRZEEGET 5
BETT,

e EZ R Y — ZADEAEEFE %2 Amazon CloudWatch 123%/2 9 % #fE

vovav SBA
cloudwatch:PutMetricData HARLA N I A%EETHRIIBHETT,

e 75— —EADA vt —% Amazon SNS (Z3%/5 3 2 Hfke

Toav SiRER
sns:Publish AW —VEFEETIHRIZBHETT,

UTOHARLR) Y —DHFITIZETD AWSBED) Y —2AB L PEZX VY —AWFHTE T 7 a vk
A LTV,

"Version": "2012-10-17",
"Statement": [
{
"Action": [
"ec2:Describex",
"ec2:ReplaceRoute",
"ec2:AssociateAddress",
"ec2:DisassociateAddress",
"route53:ChangeResourceRecordSets",
"routeb53:ListResourceRecordSets"
Iy
"Effect": "Allow",

"Resource": "x"

ROR—UTEi)
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BIDR=I D5 D X)

IAM Management Console @ [Policies] - [Create Policy] T # A X LK) ¥ —2{ERTE T,
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AVRAYVADHRE -IAM A—I)LEERT 3

IAM 0@ — )V ZER L. 1 VAR VRN ET 52 2T AWS CLI 2 FEITa[REIZ T 5 /HETT,

IAM Policy

AWS Access Key ID /
AWS SecretAccess Key

IAM Role

AWS |dentity and Access
Management (IAM)

6.8 TAM O—)LZ2FH LA VARV ZADHKE

D IAMu—L&2ERLET, fFELEZT—LIZIAM RV Y —%2 7Ry FLET,
IAM Management Console @ [Roles] - [Create New Role] T IAM 0 — )L 2{ER T & £7,

2) A VARV AMERHIEIZ, TTAM Role] IZfEE L7 IAM B —L2$8E L £ 9,
DN AVARVAIZB A UET,

4) Python 21 > A b=V L ET,
CLUSTERPRO %4 % ¥ 3% Python # 1 Y A b —)L L %3, £, Python 231 VA b —LENTW53
ZeEMALET, BURSIVAM—LTHNE, yum AX Y RRETAI VA= LET,
python A< Y ROA VA F—8AE, UFOWTINZT2HELNH Y £, BEAH PATH 28
W, BANZH D57z python A~V NEFHLUET,

/sbin, /bin, /usr/sbin, /usr/bin

Python3 D HA >V A b —)LEINTH Y fusr/bin/python BIEE LR \WIGE, /ust/bin/python3.x (x 1&/¥—
Y a )b U < & fusr/bin/python3 (2%} U fust/bin/python D> >R Y w 7)) v 7 BEK L TL ZE W,

5 AWSCLI %1 Y A b= L %7,

~

AWS CLI Oty b7 v THFICET 2FMIE TR 2B LTIEZE N,

http://docs.aws.amazon.com/cli/latest/userguide/installing.html
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2AG—=rT

yTHAR, V=21

6)

(Python £ 721 AWS CLI O > A kN — )L %47 - 72l T3 TiZ CLUSTERPRO %3 > A b — )LiED Y
&%, OS ZH#&HE L TH S CLUSTERPRO O#fEZRIT>TL I W)

VDO TDIT Y FEETLET,

$ sudo aws configure

ERIZH U T AWS CLI OEFIZBEZERE AL ET, AWS 7272 AF—1ID, AWS ¥ —2 L v

FT77RAF—IFATI LN LIZHERLUTLEZIW,

AWS Access Key ID [None]: (Enter M)
AWS Secret Access Key [Nonel: (Enter D&)
Default region name [None]: <BIEDOU—Y 3 %>

Default output format [None]: text

"Default output format"i%, "text" AN EIGET S Z L L AT,

HLESTNEEZRELTCLUE 5725813, frootlaws 2T 4 L2 bY ZTEHELTH) S EEEEEZ X

DELTLZE W,

AVRAYVADERE -IAM 1—H5FHTS

IAM 2 —H %2R L. Z2O7 22 AF—ID, ¥— 2Ly N7 22 AF—% A VAR VARG ETEZ L
T AWS CLI ZE47A[REIZ T 5 /ETT, 1 VARV AEFRED IAM 2 — )L OA 53 AETT,

) IAM 2—¥F%FEHRLET, FFRLEZ—FIZIAM KISV —%2TXvFLET,
IAM Management Console @ [Users] - [Create New Users] T IAM 2 —%%{Ef{TE £ 7,

AWS Identity and Access
Management (IAM)

—
-

AWS Access Key ID /
rere AWS SecretAccess Key

6.9 TAM —HZ2MHHLIA VARV ADHRE

D AVARVAIZB AV UET,
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3) Python 21 YA h—V L ET,
CLUSTERPRO 723 % & 3% Python #1 A h—)L L %9, 3, Python 231 VA h—)LENTW5
ZrEMRLET, EURA VAL THNIE, yum I Y RRETA VYA M=V LU ET,
python I Y RDA VAR — N2 UFOWTNNZTH0ENH D £3, BRBIZE PATH 28
W, mAIZR DM o7z python I~ RZ2HHL £7,

/sbin, /bin. /usr/sbin, /usr/bin

Python3 D& A > A N =)L X NTE Y /usr/bin/python 23TFELE L 72 \W5E . fusr/bin/python3.x (x 1&/¥—
Y a )b U< & /ust/bin/python3 1Z5F U /ust/bin/python DY > R Y v 7V v 7 L TL ZE W,

4) AWSCLI 1 v A= LT,

AWS CLI Dty b7 v FHIEICBET 25613 Nil 2 2L T2 0,

http://docs.aws.amazon.com/cli/latest/userguide/installing.html

(Python 7213 AWS CLI DA » A b —)L %17 5 7z T3 TIZ CLUSTERPRO %341 » A b — )LD
#ld. OS Zf#H L TH 5 CLUSTERPRO D#fEZIT o T ZEW,)

5 YIS Toav Yy REEFLET,

$ sudo aws configure

BRIZH U T AWS CLI OEFIZBERERE AL ET, AWS 727 AF— 1D, AWS ¥ —2 L v
T2 AF—IIER L 72 IAM 2 — Y OFMIEHRE 2 SHE L7202 AL ET,

AWS Access Key ID [Nonel]: <AWS 797 tEXF—>
AWS Secret Access Key [Nonel]: <aws ¥Y—7JLv N7 oA F—>
Default region name [None]: <BIEDOU—Y 3 %>

Default output format [None]: text

"Default output format"iZ. "text"PASEEET D L ELHEETT,

HLEBTNBREZRELTCUE > 72581F. frootlaws 2T 4 L2 bV ZTEHEHELTH S EEBEEZ P
DELTLEIN,
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6.3.

21 AWSCLI D1 Y X h—JL/RZIZDWT

AWS CLI D1 Y A b =8 Ak, AFOWTNDIZTE2HENRH D £7,
A VAN =V ADMRRIER [ PELE SN E T,

6.3.

/sbin, /bin, /usr/sbin, /usr/bin, /usr/local/bin

22 Azure DNS ')V —XIZDWT

e Azute CLIOA VA h—)b, ¥ —E A 7V v I VDIERDFNEIZ. TCLUSTERPRO X Microsoft Azure [f]
P HA 277 AR BEST1 K] 22LTLEIN,

e Azure DNS V YV — ZAHFIH T 5728, Azure CLI $ & Uf Python O ¥ A s — V3B E TS, Python I,
Redhat Enterprise Linux/Cent OS 7 £ OS IZ A T T WEF, Azure CLI DFEIZ DWW TIE, BAFD Web
YA b 22U TLEI W,

Microsoft Azure D K 2 AV b

https://docs.microsoft.com/ja-jp/azure/

e Azure DNS U YV — ZADF|HT 5728, Azure DNS OH —E 2 MKRETT, Azure DNS OFEHIIZ D W T,
PARD Web 1 b2 ZIRLTLZX W0,

Azure DNS:

https://azure.microsoft.com/ja-jp/services/dns/

CLUSTERPRO 7* Microsoft Azure ¥ H#3 % 72121, Microsoft Azure DR T 17 >~ MBI BE LD
9, M7 AT NUSADT AT v M Azure CLI EFFHRFICAFEEATOO 74 VR E L 72 5 7= DA
HATEEEA.

Azure CLI Z2fFHL T, ¥—E R T VIV EEKRT A RERH D 97,

Azure DNS V ¥ — Z 13 Microsoft Azure (ZH2 21 > L. DNS V' — > ~ADB#%E4TL £3, Microsoft
Azure NDOTOF A VIR, =Y A FU I LB Azure 0 A VR FIHLU £,

Y= ATV VY OLRFEMARFIIZ DWW TIE, BLFD Web 31 2 BIRLTLZE W0,

Azure CLI2.0 2fffHLCo s 1 > 3§ %:
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https://docs.microsoft.com/ja-jp/azure/xplat-cli-connect

Azure CLI2.0 T Azure ¥ — VY A 7V VI LR ERKT 5:

https://docs.microsoft.com/ja-jp/cli/azure/create- an-azure-service-principal-azure-cli

E I Nz — A7) v ovda —) L% EED Contributor(REFIERLE) 225 BD 0 —)VIZEFE T 51
4. Actions 70T 1 L UTA RO T RTCOEEANDT 72 AMEEFFOT — IV EBERLTLEX W0,
ZDEMERH SRV —IVIZEE L7254, Azure DNS U Y —2ADREINRT I —i2 L b kL £7,

Azure CLI 1.0 D354

Microsoft.Network/dnsZones/read
Microsoft.Network/dnsZones/A/write
Microsoft.Network/dnsZones/A/read
Microsoft.Network/dnsZones/A/delete
Microsoft.Network/dnsZones/NS/read

Azure CLI 2.0 D354

Microsoft.Network/dnsZones/A/write
Microsoft. Network/dnsZones/A/delete
Microsoft.Network/dnsZones/NS/read

e Azure 77 1 X— |} DNS IZIZRHIB T,
6.3.23 Google Cloud DNS ')V —XIZDWT
» Google Cloud ® Cloud DNS % {#fi L £ 3, Cloud DNS OFEHlIIZDWTIk, BATFD Web 1 M &S L T

7ZEW,

Cloud DNS
https://cloud.google.com/dns/

* Cloud DNS O#AEIZfEHT 5728, Cloud SDK O+ Y X b — VBB ETT, Cloud SDK DFEMIZ DWW T
. AROY A FE2SRLTIZI W,
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Cloud SDK

https://cloud.google.com/sdk/

s UTNDOHWRZEZR; 5727 4w > hT Cloud SDK %GBT 24 EXH D £,

dns.changes.create
dns.changes.get
dns.managedZones.get
dns.resourceRecordSets.create
dns.resourceRecordSets.delete
dns.resourceRecordSets.list

dns.resourceRecordSets.update

Cloud SDK DA&FRIZDWTIE, ATD Web 1 b2 ZIBLTLZE W,

Cloud SDK Y —)V D&z

https://cloud.google.com/sdk/docs/authorizing

6.3.24 Samba E=4%!) YV —XIZDWT

e Samba E=ZX U Y —ZZ SMB 71 h 2)LX— 3 > 2.0 BAEX NTLM FEEX SMB Z24 15T 5728
WZHESN—Y 3> 4.1.0-1 K 0iEES 1 75V O libsmbelient.so.0 ZF]fH L TWE 9, libsmbclient.so.0 1
libsmbclient 78y r —VIZ&EN27280, A1 VA= ILINTVWEPHERL TLEI W,

* libsmbclient D N— 3 > A 3 AR D4 (H.RHEL 6 (Z[FfH D libsmbclient), [R— b FE]13 139 H L <
X445 UL EETE £ A, smb.conf ® smb ports IZEENER— M FEBEFELTLIEI W,

e Samba E=ZX VY —ANYR—+FTS5SMB 7B baLDNN=VavidA VAR —=LEINTWS libsmb-
client (Zf&K1EL £ 9, libsmbclient TOHY KR — bAHFIE, &£T 4 A M) Ea— 2423 3 smbelient 2~
R CEHNROEENDERZ2RITT A THRAT AN TEET,

156 5 6 E IEHIREIR


https://cloud.google.com/sdk/
https://cloud.google.com/sdk/docs/authorizing

CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

6.3.25 HTTP vy b7 — O /IRX—=F 4 3 VER) YV —R, Withess N\—hE—K) YV —2XIC
D2WT
e HTTP % v b — 2 =5 ¢ ¥ a Vi) V) — A, Witness N— b — b1 Y —ATIl&, SSL #{#iHT 5
A2 OpenSSL 1.0/1.1 2fHL £9 ., BMEDHRETHEHATSI71 7T VI TO@EY TT,
— libssl.s0.10 (CLUSTERPRO @ rpm Xw 7 —Y % 1 VY A b =) L7 85&

— libssl.s0.1.0.0 (CLUSTERPRO @ deb /Sy r—Y % A Y A b — )L L 7= 6&

FHTEI54 75 2EEHTBIGEIE. 7I7ARXTORTF 2 DIGSZTTISSL 51475V 8LV
[Crypto 74 7 I V] ZFHELTLEI W,
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6.4 CLUSTERPRO D &E#R{ERHF

CLUSTERPRO DMEEUEMDEE. MEEHETIC S AT LA OREBUTHAZ U THER. BEVPBELRFIHTT,

6.4.1 CLUSTERPRO 1 Y X h—IL/RRETFDT4 LI MY, Z74IIZDWT

CLUSTERPRO 1 YA b — XA TFIZH DT+ L2 MUR T 7 A1), CLUSTERPRO At hs & (FRE/ME
BABMEIER L) LianwTLZEWn,
CLUSTERPRO AN 5F 4 L Z )R T 7 A VEBIELZGEDOHEBIZOWTIRYR—- MRSAL L ET,

6.4.2 RIFEH
BABEZHNT 256 (ML ERAE S N T VWA BREI TR, FROMBAFTTE XA, FlOBEE 21X Y — A2
THHEE, BEZEE 255 M FICREL T ZE W,

o« ZV— 7 DiEmh/E kL

« exec U YV — ADNEMEEEER 2 AT T BBA/ISIER 2 ) T b

e NARLEZZRDVY —ANEHRIZETTDEIAZY Tk

TN—=TVY =R, T=RV)Y —ZABERHEZEOREEERIFAIAZ Y T b

TN—T VY — ZDIEWFEEERIEZA 2 ) Tk

EHHEIEA 2 ) Tk

FEIR: VAT AICEEINTVWABEEZH & CLUSTERPRO THIE X NABEZLHZ &b T 255 MU Iz 5
X312/ ELTL X, CLUSTERPRO M E T 5 BISZHUIEH 30 AT,

6.4.3 saf{=iEMEE. EKID 5 TEE

RS bRE, EARID T v TR M T G, BT —ANDBMCOIP 7 FL A, =4, 2T — RDj
ENMBHATT, T—VHIIEFIBTRNAT - RERINTVEIHEDEHEL T I,

X
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6.44 Y—nR0YEy b RNZv iy, XTO—H47
CLUSTERPRO #* [ =DV ¥y M| £72iE [H—n"ON=y 7| F7zE [H—nNONT—F 7] 217584,
Y= NDPEFIZT Yy PRI VINERA, TOEDFHOVAIDH Y 7,
C XUVIHDT T AINYATLAND R A=Y
s ELTWIRWT — XDk
o OS DXV T ERHLOD il
Y—nNDYEy b E2E TH—"DR=y 7| BHETEIHREIX TR TT,
o TN—TV Y — ATEMERFEE R EE R OB
— sysrq /8= v 7
— keepalive Y £ v b
— keepalive /3= v 7
-BMCVY+tvyh
- BMC XU —%7
- BMC %1 7L
- BMC NMI
— I/O Fencing(High-End Server Option)
s EZX Y — ZEE MR O R E)
- sysrq N = v 7
— keepalive Vv b
— keepalive /3= v 2
-BMCV+tv b
- BMC XU —F*7
- BMC %17
— BMC NMI
— I/O Fencing(High-End Server Option)
o I—WEMEHO XA LT T NMRHIREIE

- B A softdog
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- BEGE ipmi
— 4757 ipmi(High-End Server Option)

— BEBIJE keepalive

ER: Y=oz 7] IZEGHED keepalive DA DAZEWRET T,

o ¥y AU VA M= IVER
- BEERLJ T softdog
- Bt J5ik ipmi
— ¥4 1% ipmi(High-End Server Option)

— Bt S5 keepalive

FER: Y=oz 7| (ZEEHFED keepalive DIFEDAZTEHRETT

o TRTEME (- BERE D E I
-BMC YUty b
- BMC XU —F7
- BMC %127V
— BMC NMI

— VMware vSphere /X7 — % 7

6.45 JI—T)V—ADFEERERORRT I a Yy

eIV BRI R O BRKEIEIC TTH L] 2EIRT 25, 20— TWIEEREEBROE FFEIELEEA,
ABRETIE MIH LW BRELAVWESIZERELTLIEE Y,
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6.4.6 VxVM »'fEFH 3 % RAW 7 /31 2 DHEER

AV 2—A RAW T34 ZDFE RAW T /31 ZZODOWTHFNIFARTEWTLZE W,

1. CLUSTERPRO %# A Y A b=V TBHNZ, Y —ANTEMELIZELETDT 1 A2 I NV—T% 1 FR—bFL,
2TORY a—rZ2RELREBIZLET,

2. MFaxy REFEITLUET,
UTOHIHNZBE T, /dev/raw/raw2. /dev/raw/raw3 7 RAW T34 A4 TT,
¥72, major ..., minor ... DEONAIY—/x1FEETT,

# raw —qga
/dev/raw/raw2: bound to major 199, minor 2

/dev/raw/raw3: bound to major 199, minor 3
Bl) 74 A0 TN—T%, K a— AP ENTNUTOEE
o FA AT N— T4 dgl
e dgl FL FDRY 2 — L4 voll, vol2

3. L FOa~v Yy REEFTLET,
UTFOEAFIZBEWT, 199, 2. 199, 3 DEOBAY v —/~1FHFESTI,

# 1s -1 /dev/vx/dsk/dgl/
brw——————— 1 root root 199, 2 58 15 22:13 voll
brw——————- 1 root root 199, 3 58 15 22:13 voll

4. 2 CHER U= A Y ¥ — IR A FHE S L 3 THERLZAY Yy —/IRAFHEITVPELVWI L 2R L ET,

2 THEZR L 72 RAW T /81 A1, CLUSTERPRO OF 4 A7 /"— ' — )Y —Z, Disk XA 7H [VxVM|
PADTF 4 220 Y — R, BESGED READ (VXVM) IS DF 4 A7 E =&)Y — A TIEHMHZHE LA
WTLEEW,

647 ST—FTARIDIT7AIV AT LDERICDOWNT

BUEBIFERZE T LT WE 7 7 A VY AT LAIE FRELO@D T,
* ext3
* ext4
o xfs
* reiserfs

e jfs
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e vxfs

e none(7 7 A IV AT LIRL)

648 NATYVYRFTARIDIT7AINIY AT LADERICDOWVT

BUEBEIFHERZ5C T LTWE 7 7 ALY AT AR FELD@ Y TY,
e ext3
* ext4
* xfs

e reiserfs

e none(7 7 A IVY AT L2 L)

649 I7—T A RVESZLEHZLEIGEDOEFY —/N\EEFFEICDWT

T—T A A VY —ADMEEE L S EHL T, [ —NEFHRIZMOY — NDOEF2EFE b 2R 25 <
BELGE, V—N"2HRACEHTIE, I5—2—Vxr bOEIIZKEMAILPLD, I5—F1 A2V V=R
RIT—TAATROER Y —AENEFIZEH L RWEERH D £7,

Y- NZRARCTEELTI DL RREBIZRZGEICIE. FGERE (27 2AXD7T0aRT14]-[ZA LT T B
1 27 - [FFS B (2 TRE) OiE K EDIHEELEL T I,

6410 T4 RV E=Z41YY—220O RAW EHICDWT

e TAHAZEZRYY —AD RAW B 2K ET 554, BEIZ mount L TWA/X—F 1 ¥ 3 > F 71X mount
FTHHBEMEDOH BN N—T 1P a vOERIFITEFEA, 72, Bl mount LTWANR=F 1 ¥ arvFEL
mount § 2 ATEEN:D B % /83— F 1 ¥ 3 > D whole device(T « A7 L% RT T /NA R) % T /NA AZITEE

ULTHERTAZLETEEEA,

-

« BEMIEHHDONN—F 4 aVEABLTTA AZE=ZRY) Y —AD RAW BEHUIZHRELTL IV,
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BIEELEE G 0 £, 100 ITRETNEUTDO LS50 L %2175 Z L AWHETT,

o IEEEEIAIZ 0 2FE L GG
BB ICEREES N T 7 — MBERINE T,
ZOBRERFMML, Y= ADEAMRETOERY Y —AANDKR=) V2 RE L, BEHY Y — A0
BEALT Y MR ZRET SN TEET,
JEZEE LT 100 % 3% E U 258
BIEELO@EHREITVEEA,
HEHLMET, 0% FDMMNMEZFHEL WX D ITERL T LI W,

e
I

T A

7..

6412 TARIVE=ZH Y —RADEHEAETUR ICDWVT

* SCSI ® Test Unit Ready I %> F® SG_I0 ¥ Y REYFR—PLTOVWRWT A AT, TA AT VR —
7z X (HBA) TRREATE £ A,
N=RYzT7PHFR-FLUTVWBIHEETE RIA R R— ML TORWEERHLEDTR T A NDRED
BOETHRL TSV,

¢ SSATAAM VR =T A ADT A AT DFEHIIE, TAAZA b A —=FDXA TRHEHTET4 ANV
Pa—2aizkd, OSIZIDEA VA —7 14 ADTFT 4 A2 (hd) & UTHRHEINBEE5L SCSI 1 v & —
TzAADT 4 A7 (sd) & UTEBEINBEGENH D £7,

IDEAM VX =724 AL UTRBINDEHEITIE, $TO TUR ARIFHTE ZH A

SCSI v R —7 x4 AL LTRHBEINDEE1ZIE. TUR (legacy) 2MHHTE £3, TUR (generic) (&5
TEEEA,

e Read HFRIZHART OS T4 A7 ADAMIINS LD 7,

e Test Unit Ready Tid, EBEDAT 4 TAD O T7 —IMIBTELRWGERH D £7,

6.4.13 LAN /\— hNE— FDEEICDWT
e LANN—FE =YY —=2XFZWEHI—FXNVE—FRLANNN— =" DY =X, Y5 o0— %2 RE—
ERETAHELEHDET,

e A VRIAXT FNEMDLAN Z LAN N—hE— MYV —RL LTHEHEL, 51237V v 27 LAN £ LAN
N—=FE—=F )YV =2 ULTHHETHIIL2HBELET LANN—FE—MIY YV —ZXZ2DULERET S
T EMRLET),

e NATVY KT 4 A2 )Y —RA&MATZ5EIEY — ARy V@A ZHHALRNTLZE W,
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6.414 H—xXIE— R LANNN—KFE—KDEEICDWVT

s LANN—=PE—=hFUY—=ZAEREA—FNVE-FLANN—FE—=F )V —=2F, Ebor—HE2RE—
DIIRETDHENDHD £,

e H—FXIVE—RFRLAN N—hE =" WMEATEEZTFTA A M) a—vay, A= VDEEIZIE I—3
E—RLANNN— P OFHEHESREL X9,

6.4.15 COM /\— hE— MDEEICDWT

e XY N = PWHIR LG EICHRTHENET 22 L 2 <72d,. COM MMl T & 2BETHhNIE COM
N—hE—=b VY —2AZMHTHI2HEL LT,

6.4.16 BMC /\— hE—FDEFEICDWT
e BMCON—KRT7 777 —L7cT7HBMC N—hE—=MIHIHELTWERBRENRD D T, FHATREZR

BMC (ZDWTIEARHF A RD 4. CLUSTERPRO DEMEIRIE] D [4.1.2. NX7700x ') — X & DEIEICH G L
T=th—/\] T4.1.3. Express5800/A1080a,A1040a > ") — X & DFIEICHIG LIz —/N] 2BBUTLSEZI W,

6.4.17 BMC E=4 1) Y —2DHBEICDOWT
e BMCON—RY 7R 77—LTzT7HWBMC E=X )Y — AW LU TWARENRH O 3, FIFHARE

72 BMC IZDWCTIEAN A RD 4. CLUSTERPRO DEIMEIRIE] @ [4.1.2. NX7700x ') — X & DEHE 25
G L7zt —/] 2ZHBUTLZI W,

6.418 X7 ) T hDOAX Y MNRETRMYHRZAS 281 FRXFEI—RIZDOWT
e CLUSTERPRO T, Linux B CHREI N/~ A2 Y 7 ME EUC. Windows B CIREINAZAZ Y 7 b

& Shift-JIS & UL THbNE ., ToMOXFa— NE2FALLGA, BREICK > TEXFTDVRET S
ATREMED D D 9,

6.4.19 RE~XVIIN—TDT7 AN A—NEMEHDEEIZCDWT

o RS Y TN —FIZBE LTI — T — VAR EL R WTL FE W,
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6.4.20 RTLE=ZFYYY—RDEEICDWVWT

RUNVESPS T 0L VAT Sl
System Resource Agent Tid, L EW#E], [EEHMGRRE] 205 22015 A —-XZ2flAGbE TRl %
TWET,
BYVATLIVIY—=A (=T 774NV, 2—F7a 2 ALy R, AEV){HHE, CPU HHX,
RAEX T ) fEHE) Mkt U CIEE L. —ER M GIkGeHEE & U THRE L2 Rf) L WilZ2BA Tnizl
BICHREEZREL ET,

6.4.21 AEMEELEE=9Y YV —XDEREICDWVT
o FMEREEET = X 1) ) — RIZHEE A BT 5121, [clprexec] I~ ¥ R E& W5 ik, BMC HHEEREER W5
Fik, Y- NEHEBEHEERE A W B HIED Z 0D AERH D £7,

e [clprexec] 2 ¥ > K%\ 5& 1% CLUSTERPRO CD IZ[HHE T WB 7 7y A V2 FHAL £3, @AT
P—=NDOS®T7—FTI7F¥IZEOLETHALTLZIW, £72, BRICY — N @AY — N O@EN
HEETHIHBENHD £,

e BMC #i#i#siE 2 FH T 354, BMCODN—FI 27X 77— 27 HHIG L TWARENRD D £T,
¥7. BMCOBHHIP 7 RLADRSO0OSDIP 7 RLAANDEENTRETH 2 HENRH D £,

o Y — NEBEMRGEEEREEIC OWTIX, IHh— N Y = TEEEST A ) © [H— NERIEER E 0] 23U
TLEZE W,

6.4.22 JVM EEfRDEREICDWT
o BRI DY WebLogic Server D354, JVM E=X2 VY — AL FOFEMIZDOWTIE, Y AT LB (A€
VHESELRS) LD, HEHEAD ERIZHIRELNEZ LD £,
— [V =VrvyDVITAMNEEHRTE]-[VITA MY
- [V=23%%=Y YDV 7T ANEREHRT B[ FHH]
- [ALYy FT=L@DY 7T A 2B D[ ) 722~ V27 T2 MY
- [ALY RT—=VDY I TANEEHT D] [FEY) 7 T A b 1]
- [AVY RT—=VDY ITANEERTB)-[ETV TN YITTA M
- [AVY RT=VDY 7T AN RERT - [ETY 7T A b EHHE]

o FEHIS R O JRockit JIVM 2% 64bit R D34, JRockit IVM 2 SEUE L =& AR B BV A F AL AR il
FARDPEETERVED, UTDONSRA—ZDBEHTEEEA,

- [b— TR Z BT 5] [fREA]
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- [e—7HHEZ LS 5]- [Nursery Space]
- [b— 7 fEHE % BT 5] [0ld Space]

- [FEe— TR E BT 5] [#HE2E]

- [FEe— SR E BT 5]- [ClassMemory]

¢ JVM £=X Y Y —ZA%MHT 5121, 4. CLUSTERPRO DENMERIE] © [4.2.5. JVM € =4 OEFERSE]
IZEC# L T\ % JRE(Java Runtime Environment) % 7 > A b —)L L TL Z &\, EHKR (WebLogic Server
X WebOTX) HMFHT 5 JRE LH U ZMHTEZ s, BlOYWEEzMEATE I L HAEETT,

¢ EZRVYY—AZIZEAREERWVWTL TN,

o BEMHIRHIEERRINI I Y F2ETTE200 [av Y Rl eu— NS Uy IdftHTcE £
A,

6.4.23 1) i—Lvx—Y v )Y —RFAKO CLUSTERPRO E&LIEICDWT

e CLUSTERPRO &E#FIZ, AV 2 —L 33— ¥ lvm DEFE1E vgchange I 7 > FIZ & 2 FEIE LA,
vxvm D& 13 deport W 21T 5 7ed, Y AT LADOEEFIZKE DS Z DD £, REDPHEE L5
Bk, FRL@ & 512 CLUSTERPRO AMEDBEN/Z A2 ) 7 M 2L LTI,

— init.d BREEDH A, fetc/init.d/clusterpro % Tt D L S ITHHE L T E W,

#!/bin/sh

#

# Startup script for the CLUSTERPRO daemon
#

# See how we were called.
case "S$1" in

start)

# export all volmgr resource
clp_logwrite "S$1" "clpvolmgrc start." init_main
./clpvolmgrc —-d > /dev/null 2>&1

retvolmgrc=S?

FH = H H

clp _logwrite "S$1" "clpvolmgrc end. ("Sretvolmgrc")" init_main

- systemd E&3% D& /opt/nec/clusterpro/etc/systemd/clusterpro.sh % Fald & S IZHRHE L T 7230,
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#!/bin/sh

#

# Startup script for the CLUSTERPRO daemon
#

# See how we were called.
case "S1" in
start)

# export all volmgr resource

clp_logwrite "$1" "clpvolmgrc start." init_main
./clpvolmgrc —-d > /dev/null 2>&1

retvolmgrc=57?

HH W R W

clp _logwrite "$1" "clpvolmgrc end. ("Sretvolmgrc")" init_main

6.4.24 AWS ElasticlP ')V —XDEBEICDWT

¢ IPVvO IZH R —PLTWEEA,

e AWS BT, 7B—F 4V ZIPVY—A, Z7B—FT 4V JIPE=ZXR)Y—A, KEIP VY —Z, {g
IPE=XYY—RIFFHATEEEA,

e AWS Elastic IP J ¥V — 2% ASCII XFZUADXZIZHIGLTWER A, Fadda~vy KOETHEEIC
ASCH XZUNDXENE TN NI L 2R L TLEE N,

aws ec2 describe—-addresses —-—-allocation—-ids <EIP ALLOCATION ID>

6.4.25 AWS R IP ') YV —RXDEREICDWT

o IPV6 IZH AR —PLTWEEA,

s AWS BRI CIX, 7u—F 1V IPYY—RA, JH—T1 Y JIPE=ZXY Y =X, HIEIP VY —Z, {8
IPE=ZYY—AFMHATE EEA,

o AWS iR IP U YV — A1 ASCIL XXF LMD XFITHIG L T W E A, Tadd a3~ > FOFETHRIZ ASCIH
XFEUNDXEWEENIRNZ L EHERLTLEZI W,

aws ec2 describe-vpcs —--vpc-ids <VPC ID>
aws ec2 describe-route-tables --filters Name=vpc-id,Values=<VPC ID>

aws ec2 describe-network—-interfaces -—-network-interface-ids <ENI ID>

e AWS KA IP VYV —Rl&, VPC KTV VI EHEARBELTDT 7 AR BERGETIAHEATEZ N T
XFEHA, ZNIE, VIPEUTHEATAIP 7 RLUAR VPC OHIFANTH S L 2FMHELLTHED, 2Dk
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572 IP7 FLAXVPC T ) VI EHETIREN L AREINE-DTT, VPCEY 7T v 7 EREEREL T
DT 7 AMNN%ELISEZ. Amazon Route 53 ZF[HT 5 AWSDNS VY —2Z{FHHL TLEE W,

s A VARVANMERT N —T 4 VI T =7, REIP BMEHT L IP T FL A, ENI EEAXIN TN
WHATH AWS (KA TP VY — ZFIEHICEE L £ 3, ZOBEIEKRESDTT, AWSHMEIP VY —
ZITIEMALIFIZ B VT, BESNEZIP 7RV ADZ Y MYDEETBEL— b TF—TNMIZH L TDOAZFDH
REEHLET, V=T —TUR =D Ao o> GATHERNK AL UTIERH L HIL X
T, EON— b TF—=TNMIZY N)PHEILET ERBERD LIV AT LOMEERTHRE L7280, AWS {KAH IP
VY =2 UTIRIEFEEDHBNRL L IZLTOWEE A,

6.4.26 AWSDNS )V —ZDBREICDOWT

e IPv6 ZHHFR— P LTVWEEA,

s AWS BRIETIX, 7Ju—F 4V IPVY—A, 70—FT4VJIPE=ZYY—A, AP )Y —A, (kI
IPE=XVYY—RIFHEHTEEEA,

c [UY—RAVLI—=FREy MR IZZ AT =T 2= F2 50546, BEIPERIIRDES, TAF—-Ta1—-F%
GERV[VY—ALI—KREy M 2B ELTLLEI N,

e AWSDNS VYV — ZDiEMFE, DNS #&EDZEH AT R T D Amazon Route 53 DNS ¥ — /N— (Z{ZEHF A & 722
2FTCIEHFELELEEFEA, ZHIE Route 53 DEREE, VY —AL =Kty hOZEELRARIZEH I N
5 ETIZRED N2 7-20TT, TAWSDNS E=Z4 )Y —ZADEREICDOVWT] S LTLEZI W,

¢« AWSDNS VY =27 AT Y MOV TWET, TD72dH, HEOTHT Y IR AWS T2 A F—
ID. AWS =2 Ly T 7 AF—%2 VR ITEEHITITEEHA, TDOEEIX EXEC YV —ARET
AWSCLI 2FET 325227 ) ML BEMAZREFLTLEE W,

6.4.27 AWSDNS E=4 )YV —ZXDHEICDWVWT
e AWSDNS E=& VY — 2%, HWHEFIZ AWSCLI #E7 0 E 3, 7325 AWSCLI DX 1 A7 7 b,
AWSDNS VY —ATHEEULZ [AWSCLLI X1 A7 M 2FHLET,

* AWSDNS VYV —ZADfEEEZE, LIFTOHERIZED AWSDNS E=X U Y — AT L 5EHMNEIKT 506
MDD ET, ZDHE., AWSDNS E=& ) YV — A0 [EEHBHIGRE S F#] 2 Amazon Route 53 12817 %
DNS #HEDEEN KX 2R & b £ < §%E L T L ZX W (https://aws.amazon.com/jp/route53/fags/),

1. AWSDNS VYV —2DfEMK, VY —ALa— Kty OBIMPERZT 5,

2. Amazon Route 53 12351} % DNS #REDEE N KM I NEF1IZ, AWSDNS E=& 1V YV — AW %5
1792 LI TERWZOEAUZRT 5, DNS UV ILAF Y v v aNEshaifid., T0%d
AWS DNS E=& VYV — A FEHIZ T 5,

3. Amazon Route 53 iZ8 175 DNS HREDEHEN KM I NS,
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4. AWSDNS VYV —AZ® [TTL] DA AR E T 5 & LRI $ 57285, AWSDNS €=%Y
Y —ADEBDEINT 5,

6.4.28 Azure 7O—7R—MJY—RDEEICDODWVWT

¢ IPV6 IZH R —PLTWEEA,

e Microsoft Azure 35 Cld, 78—F 4V IPUVY—RA, 7a—FT4 Y7 IPE=ZZXVY—A, {REIP Y
V=, REIPE=X )Y —ARFFHTEZEA,

6.4.29 Azure O— RNSYREZFYY—RADEFEICDOWVWT
e Azure H— RNTG UV AEZ X )Y —ADREEZ R L 7254, Azure DT — RS VU056 OB HR & £k

RO EIDPELLTObNBEVWAREERH D T, TDHD, Azure HE— RKRANTFVZAE=ZZX VY —ZAD
[BAKENE] IZIZ [Z2 AR — L AL OS Vv vy bR V] ZBINT A Z L 2R LET,

6.4.30 AzureDNS 1)V —ZX DB EICDWVWT

o IPV6 IZH R —FLTWERA,

e Microsoft Azure 35 Cld, 78—F 4V IPUVY—RA, 7a—FT4 Y7 IPE=ZZVY—A, {KEIP Y
V=, REIPE=X )Y —ARFFHTEZEA,

6.4.31 Google Cloud R%EIP )YV —ZDFEEICDWVT

¢ IPV6 IZH AR —PFLTWEEA,

6.4.32 Google Cloud O— KNS Y REZH )Y —ZADHREICDOWNT

* Google Cloud H— RNFVRAE=ZX Y Y —ADNREZMRALZHE, B— FANT U805 OBHR & FHER
DYV FEZNREL TN WVAlEERH b £, TD7H. Google Cloud B — FNFVAE=XY Y —
AD [BAEFE]IZIE [ T ARG —EREILE OS vy bR T V] 2#IRT 5 L 2 HRL T,
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6.4.33 Google Cloud DNS ) V —ZDE&EICDWT

e IPV6 EHR—FLTWERA,

* Google Cloud Platform B8 TlX, 7H—F 4 Y ZIP VYV —A, JA—=F1 V7 IPE=X) YV —A, Kl
PYVY—Z, KBIPE=ZYY—-RFFHATEZEHA,

» #HD Google Cloud DNS Y V — ZAD{EM: - IFEMMBLFEIHIZETIND L LT —DRET DI LD D
F9, TDH, 77 AXNTEED Google Cloud DNS V Y — A &ffif T 25&1k, VY — ADMEFHG
RIN—TORE) - (F 1R G hREE TN - IEELUBAFRIZET I NRVE S ITHRET 2HEIRDH D
ES

6.4.34 Oracle Cloud IRZEIP )Y —XDEZEIZCDWT

¢ IPVvO IZH R —PLTWEEA,

6.4.35 OracleCloud O— RISV RE=ZH )Y —ZADEKREICDWVWT

e Oracle Cloud H— RNV AE=X ) Y —ANBEEEZRHM UGG, O— NNT UUh s OBHR L R
DY EZMNEL L fFONRWVAREEDRH D £, TD®, OracleCloud B— KRSV AEZRY Y —A
D [BIEEME] 12X [V FARXR Y —ECRAEIEL OS Uy Y bR UV ZBIRTAZZ 2 HBL T,

6.436 V5R9D)V—RELTISCSI 711 R%&FHAT 2HBEDEER

e iSCSI ¥+ — A #it4. iSCSI T34 AXMFHHATHEIZ 72 5 £ TIZHREEDI D 0 2 BRIE DA, iSCSI T34 &
PEFTTREIZ R BRIZ T T ARDEHTHZeHAH D £,
ZOHBEWIE, TRRDEIICIT—I—TYzV b BEMEIEAZ ) T M sleep ZEMUTL ZI W0,
init.d BBEOHEDATRLOBEERBMLTL XV, systemd BREOHEIXRETT,
1) iSCSI ¥ — ¥ ZilL#jf%. iSCSI 7 /31 ZAAMEHFIHEIZ 72 5 & TIT 30 B hh 2 556 DIEEH]

Jetc/init.d/clusterpro_md IZ sleep 30 ZEJIL T Z&E W,

case "51" in
start)
sleep 30
clp_filedel "S1" init_md
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6.4.37 T4 27 1/0 BAEDREEZ R T BI5EDERR

o I AXRDFBERRE, I IIREREERICT « 22 /O P DR E 2 ZEH U CTHRIE#RO T v 7a— K%
FF UGS, KAEE LT "0S BEE" RRRINBRWIENH T, 71 A2 /O PHEEDRE %2 E
B U 72858 3R E KR d 572012 0S DFEFH ZT-> TS EZI W,

6.438 VV—REMV 1+ ¥ —REEICKREIND )Y —R54 T—EICDWT

TN—=TVY—=ARE=ZRY Y —=ZADBEMY 4 ¥ — NEED )V —AX 4 F—E%, FHRETIZ CLUSTERPRO
A VAN =NVERBIZELDETKVIAATERRINET,
BRINTWEWVWDY =22 EBMTE5EIE[TRTDRA TERR|REZ L E2 7V 7L TLEIWN,
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6.5 CLUSTERPRO ;&M1&
U THE W HIETY,

IS

752X UTHMZRBLUBIZRET 2HL{LTH

6.5.1 udev BEEETODIZ—RZANO—REODIZ—AvE—JICDWT

BETITI—FIANOBE—FRIZ, UFD X541 7D messages 77 T VICT Y M) ENBZE0HD

udev B
9,
141> NMPx device does not exist. (liscal_

liscal><event:

kernel: [I] <type:
—make_request)
kernel: [I] <type: liscal><event: 141> - This message can be recorded on udev,
—environment when liscal is initializing NMPx.
kernel: [I] <type: liscal><event: 141> - Ignore this and following messages,,
on udev environment.

—'Buffer I/0O error on device NMPx'
logical block xxxx

Buffer I/0 error on device NMPx,

kernel:
kernel: <liscal liscal_make_request> NMPx device does not exist
kernel: Buffer I/0 error on device NMPx, logical block xxxx

ZOBHFIIEETIEIH L FEA,
udev BRBEIZTZ DT I —A v =YD ZREEEL 72 \WEEIZIX, fetc/udev/rules.d/ Bt FIZ FEEDRRET 71 )V %

BIMLTLEZE W,
7272 L. Red Hat Enterprise Linux 7 X, Asianux Server 7 72 &, &7 7 AV EZEBMLTHLTI—A v E—Y D

NEMETERWGEAERH Y £7,

7 7 1 V% : 50-liscal-udev.rules

OPTIONS+="ignore_device"
OPTIONS+="ignore_device"

DEVPATH=="/block/NMP*",

ACTION=="add",
DEVPATH=="/devices/virtual/block/NMP*",

ACTION=="add",

6.5.2 I7—N—FT42aVvFNARIHTENY T 70 TZ—DATIZDVT
IT—FTARTIVY—=AXNAT VY RT 4 A2 DY —ZADIHEEEOREORIZ, IT— =T 1 arvTNS R
M7 o7 ASIND L, UTD LS4 0279 messages 7 7 1 VIZER SN E T,

144> NMPx I/0O port has been closed,

[W] <type: liscal><event:

io(0).

kernel:
(PID=XxXXXX)

—mount (0),

5 6 E IEHIREIR

172



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

kernel: [I] <type: liscal><event: 144> - This message can be recorded on
—hotplug service starting when NMPx is not active.

kernel: [I] <type: liscal><event: 144> - This message can be recorded by fsck,,
—command when NMPx becomes active.

kernel: [I] <type: liscal><event: 144> - Ignore this and following messages,,

'Buffer I/0 error on device NMPx' on such environment.

kernel: Buffer I/O error on device /dev/NMPx, logical block xxxx
kernel: [W] <type: liscal><event: 144> NMPx I/0 port has been closed,

—mount (0), 10(0). (PID=xxxx)

kernel: [W] <type: liscal><event: 144> NMPx I/0 port has been closed,

—mount (0), 10(0). (PID=xxxx)

kernel: <liscal liscal_make_request> NMPx I/0 port is close, mount (0), 1o (0).

kernel: Buffer I/O error on device /dev/NMPx, logical block xxxx

(x X xxxx [ZIEEENPAD £9)

ZOFEKE LT, ST LSBT —AnEZEZoNET,
B, N TV RTFT 4 R VY —=ZADGEITIE,. I75—FTAARAZNVY—=ANATIVYRTFA AT )Y =R &
FAFZTLIEEWN,)

e udev EBEZIZ L BHD

- ZOYAEIE. 37— R I74 301 — FRIZ Tkernel: Buffer I/O error on device /dev/NMPx, logical block
xxxx] DA vr—Tk &5z Tkemel: [1] <type: liscal><event: 141>] D X v — UGS N E T,

- AAYE—VIIREZRTEDOTIEAR <, CLUSTERPRO OEEIZITHED D £ A,

— ZOFMIZOWTIE, [6.5.1. udev BEETDIT—RIANAO—REOIS—XAvE—JICDWTY
22U TLIZE N,

* OS DEHINE I~ N (sosreport, sysreport, blkid I~ > N&) LTI N/-Me &
- ZOHAE. KAy —VIFREEZRTHDTIEAR L, CLUSTERPRO OEEICITHEH D A,

- OS Rt T BB HRINE T~V RDEITINDE L, OS BEHMUTVWBTNAS AANDT 72 AR TFbh
x93, ZOH, EFEHEREDIS—F 1 2217 7AW b, TOHREL LT, LAy &—
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UhiskEhE T,
- ZDA Y+t —% CLUSTERPRO OFEETHILET 2 HiEEH D A,
¢ IS5 —FUAIDT USRI VIR ALT IR LIZEE

- ZOEHIE IT—TARTVY—ADTYIT VIR RALT I MNLAZZERZRTAVE—VE LD
2. RA v —IUPGEmInEd,

/

— CLUSTERPRO OFEifEL LTIE, I5—FT 1 A2 VYV —A0D FIEEEEEREOEIHEIE] BB b
NET, £z, I7 ANV AT LIIRBEENKELTVWAHEEERD D £7,

- 2O OVWTIE, T653. KENVOICEBF vy atBR] 28BLTLEI W,
e IFT—F 4 AVIFEMERIISIT Y N INAEEEFDOREL Lo TWBES

- ZOEEIF. BTORNORIZ, EFEDOXAy v—URGkahEd,

]l
N

(1 =T A AT VY = APTEEREBIZR o2, 2—FPT7 V5= a v (NFS &R E) Tk,
—R=F4¥avDFNA A ([devINMPX) I 7 —FT 1 AZ VY —ADIYT Y MRV A

v
LT, @ity &7 7=,

]

2) D%, 1 TEBMENEYY VY IRSI Vb 2Ty MLABVWEE, 3I5—F 1 A2 YV —2%
FEVEMEIZ U 72,

— CLUSTERPRO OEMEIZIZHED D $BAD, 77 ANV AT LAIIREEWPRELTWSAHEERDH D
EC N

— ZOFHMIZOWTIE, T654. S 5—FT ARV —RZICERDODY Y Y NaB Il R>12358] 231
LTI,

Cc EBDIT—F 4 ATV Y —AEHELTVBIGE

— 2O EDIT—F A A VY —AEZHBELTWAEEGE, EEEIZ, —HOTFs A ) a—Yyaviz
T fsck DEENZ L > T, FRHDRA v —IUWRHENEINBEZeHD FT,

- ZOFEIZOVWTIE, T655. BERDIZ—TA RV YUY =R N TYy RT42R0 )Y —RERE
D syslog A v EZ—IIZDWTY 2BBL TN,

s ZTOMI, AERDT TV r—a itk T AINZE E

- BRSO —2ADGE, MShDT TV r—y a VHBSEREIREDI S —F 1 A2 )Y —RAILT 7k
AL &S LI EZILNET,

i

F—=F 4 A7 )Y = AMNERE L TWRWRETHNIE, CLUSTERPRO OEIEIZIZHED D FH A,
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6.5.3 KE1/0IC&BFvrvalEKX

¢ IT—FA4RTNY=ARNA TV Y RT A AZ VY —AZHULTT 1+ A7 DMRE%R B 5 KEDOEZIAA
THE, IT—OREPYBMEINTVWERVZE b ST, EERAALSHENPRS 2N &P, XE
VDR T —WFRETHIENHY T,

WLIPEREZ B[R 5 1/O RV KBIZHZGE. 77 ANV AT LN Ty v az KEIZHHELT, Frv
Vavya-—¥—EEADOAEY (HIGHMEM V' —Y) HARET S L, Z—FVEMHADAEY
(NORMAL V'—V) £fHINZZEWHDET,

ZDEIBGEITIE, FilDH—FNWNTA =R EZZBELT, H—FI)VEFHORAEYBF ¥ v ¥ allHH
INZDOEMFEILTLZEN, sysctl I~ NEZHHLT OS KEIRIZ NI A —ZPEHIND LD ITFE
ELTLEEW,

R*
N

/proc/sys/vm/lowmem_reserve_ratio

¢ IT—FTARARIVI—=ARNL TV Y RTA AT VYRR UTCKBEDT 72 AET>15GE, T14AY
)Y —=ZFEEMR DT VTV MZT, 77 ANVVATLADF vy ¥ alT 4 AIAEEHINZDIZEN
RS0 Z 2 hd b £,
¥/, ZOLE T7ANVVATLADRSGT A AIADEEHUNET TR, 7YY U Y MNEXALT T b
WBHRETDIE, TROKR, IO T —DAvE—UR, 7UIU Y MRBOA Yy —UNEHKEINEZ L
NhHhET,
ZDEIBIGEITIE, TAAIZADEESHUNERIZETTELS, ZUT A ATV —ADT IV b
DEA LT T MR ZRIBE R > 72HIZERE L TLZE W,

<l 1>
clusterpro: [I] <type: rc><event: 40> Stopping mdx resource has started.
kernel: [I] <type: liscal><event: 193> NMPx close I/0 port OK.

I

kernel: [I] <type: liscal><event: 195> NMPx close mount port OK.

kernel: [I] <type: liscal><event: 144> NMPx I/0 port has been closed,

mount (0), io(0).

kernel: [I] <type: liscal><event: 144> - This message can be recorded on
—~hotplug service starting when NMPx is not active.

kernel: [I] <type: liscal><event: 144> - This message can be recorded by,
—fsck command when NMPx becomes active.

kernel: [I] <type: liscal><event: 144> - Ignore this and following,
—messages 'Buffer I/0 error on device NMPx' on such environment.

kernel: Buffer I/O error on device NMPx, logical block xxxxkernel: [I]
—~<type: liscal><event: 144> NMPx I/0 port has been closed, mount (0),
io(0).

kernel: Buffer I/O error on device NMPx, logical block xxxx
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<f5 2>

clusterpro: [I] <type: rc><event: 40> Stopping mdx resource has started.
kernel: [I] <type: liscal><event: 148> NMPx holder 1. (before umount)
clusterpro: [E] <type: md><event: 46> umount timeout. Make sure that the

—~length of Unmount Timeout is appropriate. (Device:mdx)

clusterpro: [E] <type: md><event: 4> Failed to deactivate mirror disk.
Umount operation failed. (Device:mdx)

kernel: [I] <type: liscal><event: 148> NMPx holder 1. (after umount)
clusterpro: [E] <type: rc><event: 42> Stopping mdx resource has failed.

(83 : System command timeout (umount, timeout=xxx))

6.54 SS—FTARVY—RZICEHDOT IV NAEB IR 11BE

37T ARARIVY=ZARNA TV Y RT 4 A2 )Y = AMREE L7212, ZDIT—N=F 1 arvTN
A4 A (/dev/INMPx) <> hKRA VN (D77 A IVERBO—I) 126 LT, mount 2% R TRIDEATIZ
HBIMTY Y Y b ULEBEIZE. ZOT 4 A2V Y —ADIEEWICRDENIZ, BTFOEMUEZYY Y bR
AV EETUIT Y RLTLEI N,

HELH, BILAETYYMRSI Vb 27UV PLARVEEFTHEELRB Zhbhd e, AEY EiliE-
TWBTTANVATLADT—EAMT 4 AT IZRBIZFEEHINZWI WD DD, T4 AT EOTF—
RIPPERIREBOEFET 4 A7 AD IO PHIINIFEENZT LT LEVET,

¥z, ZOLE, FEEUBE T T ANIATLANRT 4 ATANFEEIRAEZE I Wit L5 295720, Tid
DR TO T —DAY 2 —=INFI N DB T,

Tz, TOBOY—NELRRET, 35—V MELEDBIZI T —RIANEKTTETITIT—
I—VxY bOEIRIZERELT, y—N"DPHEEHTL2Z DD £,

<fFl>

clusterpro: [I] <type: rc><event: 40> Stopping mdx resource has started.
kernel: [I] <type: liscal><event: 148> NMP1l holder 1. (before umount)
kernel: [I] <type: liscal><event: 148> NMP1l holder 1. (after umount)
kernel: [I] <type: liscal><event: 193> NMPx close I/O port OK.

kernel: [I] <type: liscal><event: 195> NMPx close mount port OK.
clusterpro: [I] <type: rc><event: 41> Stopping mdx resource has,,
—completed.

kernel: [I] <type: liscal><event: 144> NMPx I/0 port has been closed,
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mount (0), io(0).

kernel: [I] <type: liscal><event: 144> - This message can be recorded on_
—hotplug service starting when NMPx is not active.

kernel: [I] <type: liscal><event: 144> - This message can be recorded by,
—fsck command when NMPx becomes active.

kernel: [I] <type: liscal><event: 144> - Ignore this and following,
—messages 'Buffer I/O error on device NMPx' on such environment.

kernel: Buffer I/O error on device NMPx, logical block xxxxx

kernel: lost page write due to I/0O error on NMPx

kernel: [I] <type: liscal><event: 144> NMPx I/O port has been closed,
mount (0), 1o(0).

kernel: Buffer I/0 error on device NMPx, logical block xxxxx

kernel: lost page write due to I/O error on NMPx

6.5.5 EHDIZ—TARIVY—Z, N TYVy K717 )Y —RERARD syslog * v
t—JICDOWT

2OMUEDIT—FAAZVY—A N TV KT AT )Y —A2ERELTWBEAE, I5—FT1 A2 )Y —
AL NATVY RF 4 A2 V)Y —ADFMRFIZ OS @ messages 7 7 1 VIZBATFD A v =Y NV MY EINEZ
EDHHET,

ZOBHRE DT+ ARV Ea—rarofsck 3v 2 ROEH) (KK, fsck DR TRNT T Y 7 FNA ANT
I A% T EEH)IZLLHDTT,

kernel: [I] <type: liscal><event: 144> NMPx I/0 port has been closed,

—mount (0), 1o(0).

kernel: [I] <type: liscal><event: 144> - This message can be recorded by fsck,
—command when NMPx becomes active.

kernel: [I] <type: liscal><event: 144> - This message can be recorded on_
—~hotplug service starting when NMPx is not active.

kernel: [I] <type: liscal><event: 144> - Ignore this and following messages,,
—~'Buffer I/O error on device NMPx' on such environment.

kernel: Buffer I/0 error on device /dev/NMPx, logical block xxxx

kernel: <liscal liscal_make_request> NMPx I/0 port is close, mount (0), 1io(0).

kernel: Buffer I/0 error on device /dev/NMPx, logical block xxxx

CLUSTERPRO & U CixMEIZH » £ A, messages 7 7 1V EEHET 52 ORERD 255 IIEI T —FT 1
AZVY—=A NATVY RFA ATV —ADLUTOHFREELEEL T LI,
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e Mount EFTRID fsck 727 > a v %& [FEiFLRWV]

e Mount LMD fsck 727> a v i [FETT5)

6.5.6 KZA4/\O—KREFOA Yy E—IIZDWVWT
S—RIA4 "% load U7ZBRIZ, ATFDE SR A v E—=UAar Y =), syslog CRRENDZZ VDY ET,
ZOBRIFEETIEH Y EEA,

kernel: liscal: no version for "xxxxx" found: kernel tainted.

kernel: liscal: module license 'unspecified' taints kernel.
(exoxxx ZIESCFHIDAD £9)

FfkIZ, clpka K543, clpkhb K54 8% load L72BRIZ, BAFD & 52 A v —Ih a2 =)L, syslog IZFR
INBZERHDET, ZOHFHRIBEETIEH FHA,

kernel: clpkhb: no version for "xxxxx" found: kernel tainted.

kernel: clpkhb: module license 'unspecified' taints kernel.

kernel: clpka: no version for "xxxxx" found: kernel tainted.

kernel: clpka: module license 'unspecified' taints kernel.

(ooxx (IZIESCFFINAD £7)

657 IS—FTARVYY—RA NATYUYRFTARIYY—Z~DRHD O BED X v —
=105 4

.

X
1

ST—TFTAUATIVIV—=ARNL TV Y RF L AT )Y — A%< T Y MEDTMD read/write DEZIZ, UTD X 5%
AyE—UnRavY =), syslog ZRKRINDILAHD T, ZOHRPIRFETIEH D FHA,

kernel: JBD: barrier-based sync failed on NMPx - disabling barriers

(x ICIEBEIAY )

6.5.8 X-Window L7 71 ILBEI—FT1 )T 14I1CDWVWT
X-Window ECEIEST 3 D7 7 A NVEBIEZ—FT 1 VT4 (GUITT7 74T 4 L2 M) DIV —BEIRY
DEERITOED) IZUATOEHFHZ2T2H00H D £,

e Ty ITFNAAWEHABETH DY —F T3

e U—F DR, YV IDVARRT 7 ANV AT LRI TV T D
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LEROEDBMARD 7 7 A NVEFEZ—T 1 ) T IXMEA LRV TLZE W,
LD & 5 4 EifEIZ CLUSTERPRO DENEIZ XA FELET 2 A[REMDNH D £9°,

6.5.9 ipmi DX v E—TIZDWT

I—YEME=ZXY Y —RIZIPMI 2 HT 254, syslog IZ Rl ® kernel €Y a2 —VELHEO I B2t h
9,

modprobe: modprobe: Can't locate module char-major-10-173

Zou g% EEEL 72 \WEE L, /deviipmikes & rename U TL 723\,

6.5.10 EIEENFHDEEFIR

EZRY Y — ADBRBEHMHEORE THRENFIZIN =TIV -2 (F4 A2 VY =X, EXECVY—2Z, .) %
fEEL., E=X VY —ANREEEZBRE L 72560 REHEEE S (EIEEL — 7 =1 VA —N — B&EE) 1213,
UTFoa<wy REzE, Cluster WebUL 225 D0 5 AR BT IV — T ADHIFENITHRNTLEE W,

« VIARDIFIE B ARYVEK

o IV — T DRk / fFik /B E)

TR Y AR L BREEBEER T LEOHEEITS &, TNV —=TOMDITIN—T1) ) =AW EEL
NI EeRH ET,
Tz, BEoX VY —ARFIRETH > THRIEKEEEFHRTHELELTIHZT S Z L 2WRETT,

6.5.11 ATV FRICEBEH INTVLWARWERTER 7 7MILPLRI) TN T 74ILICDWT
AVAF =T L7 MR TIZa<y FRICEEINTORWETER 7 7ANVRAZ Y TN T77 AV H D £

95, CLUSTERPRO B2 HIFET L RNWTL 230,
FATLGE DB IZOWTIE, ¥R — MR D £,
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6.5.

12 fsck DETICDWT

¢ TAARIVY—=AIIF =T A AT VY —=RAINAT VY T4 A7 VY —ADIEMRIT fsck 2FE179 5 &5
FRELTVWBHGE, ext2/ext3/extd 7 7 A )V AT L% mount T HBZ, BT U T fsck BEFTINE
T, LU, 774NV AT LOY A X0 E, FPRIC & o TR fsek IZRER-IA 2D | fsck D & A
LT MNEEBLTYD Y NPEBTEZ DD T,

T, fsck DETIZ TR OB NAR =V DH BT,

@ VrY—FINDF v I DAEBHENITI R =,
RFETRE T UET,

b) 77 ANVAT LEROEEEF v 7 %2ITI R =V,
OS THFFLTWABHER M180 HMAEF = v 2 LTWARW] ¥ 1301 (D) vy MRIZITD | 1T
FMUGE,
T7ANVYAT LOY A ARMHELRLIZ L > TERVWIHEZEL 7,

ZDEIRIGAITIK, RALT IR ELRWES, FUTET A AT VY —AD fsck X1 LT U M
B2 RBERi>7T-REIZLTLEZ W,

¢ FTARAINVY—RAIZTFT—=FTAAZ VI —=AINAT VY KT 4 A7) —ZADIEMRIZ fsck 2 FET LRV
SHTELTWBIGE., ext2/ext3lextd 7 7 1 IV AT L% mount $5BNUZ. OS THEEFL TW3 fsck E17#E
52 mount A3 A B@T AL, VAFLOTRIVY VI TFTOZEENHIINEZLNH D £,

EXT3-fs warning: xxxxx, running e2fsck is recommended

(GF) xxxxx DEDPIIEBONRI—2nHY ET,

ZDBEENRHENINEIEE, 77 ANV AT UT fsck 2FETTHI L 2HRELUET,

fsck 2 FEITHEITT 555G, UTOFIHTIT o T LI W,
BB, UTOFMEIEHBT, LT+ ATV —=ADBERE LTI — N EIZTEGFLTLEI Y,

1. 4T+ AT )Y —ADFET 57V —T%, clpgrp I~ FETHFEIZLTIEZI W,
2. T4 AZD mount ENTWARWIZ 2%, mount AX Y R df a~v >y &ML CHEL XTI,

3. MM T A A )Y —ADFEIIR U T, AFOFEYTHIA7 Y RE2FFLTT + A2 % Read Only 75
Read Write DIRFEIZ LU 97,

(T4 A2 )Y —=2DGEDH) T8 A47%% [dev/sdb5 D&
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# clproset -w -d /dev/sdb5

/dev/sdb5 : success
(25=FT 1 A2V Y—=ADBEDH) VYV —A%4H mdl DEE

# clpmdctrl --active —-nomount mdl

<mdl@serverl>: active successfully
N TVY RT 1 A2 )Y —=2DHEDH) VY —A4H5 hdl DE5GE

# clphdctrl --active —-nomount hdl

<hdl@serverl>: active successfully

4. fsck #FEITLET,
(35—FA4 RPNV —=APNALTIVY KT 4 A2 )YV —ADHE., fsck IZTNA A4 %2 I8ET 254
2, FOVY—2IZET5I5—R_—F 13 v FNAL A% (JdevINMPx) ZIEELTLEZE W)

50 FUT A ATV Y —ADRBIZISU T, UMFOFELTHav Y NE2FETLT, T 1 A2 % Read Write
75 Read Only DIREEIZ L £ 7,

(T4 22 VY =ADGEDE]) T34 240 [dev/sdbS DIt

# clproset -o -d /dev/sdb5

/dev/sdb5 : success
(27T 1 A2 VY —ADHEDH]) VY —ALH mdl OHE

# clpmdctrl --deactive mdl

<mdl@serverl>: deactive successfully
N TVY RF 4 220 —=2DHEDE) VY —A%4h hdl DGE

# clphdctrl --deactive hdl

<hdl@serverl>: deactive successfully
6. BT A AT VY —ADFET BT N—T %, clpgrp I¥ Y NETHEHIZLTLZI W,

HELb, fsck 2FEITTAI R UICEELERZH I ULAVWESITT B3REND L5E121E. ext2, ext3.extd DI
&, BAK mount MDA FE % tune2fs IV REMHA LT, FHUT 1+ A7 VY —=ADEELTWAE Y =N E
IZTEFLTLEX Y,
1. MR Iy REFEITLTLEE WY,
(T4 A2 )Y —=ZADGHEDH]) T34 2458 /dev/sdbs DIGE
# tune2fs -c -1 /dev/sdbb

tune2fs 1.42.9 (28-Dec-2013)

Setting maximal mount count to -1
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(35—=F 4 A2 VYV —=ADBZEDH) IF—/—F 1 ¥ 3 VTN1ALM [devINMP1 D54

# tune2fs -c -1 /dev/NMP1
tune2fs 1.42.9 (28-Dec-2013)

Setting maximal mount count to -1
(N TVY RTF 4 A7V —ADBEDH]) I F—NN—F 13 VTN ALH /devINMP1 D54

# tune2fs -c¢ -1 /dev/NMP1
tune2fs 1.42.9 (28-Dec-2013)

Setting maximal mount count to -1
2. K mount MM ETI N Z L 2R L T ZI W,
() 754 2495 [devisdbS D&

# tune2fs -1 /dev/sdbb
tune2fs 1.42.9 (28-Dec-2013)

Filesystem volume name: <none>

Maximum mount count: -1

6.5.13 xfs_repair DEITICDWT

xfs ZHEHALUTWETAAZVY—RA/IT—FTAAIZVY—=AINAT VY RF 4 A7V — ADTEWHERFIZ, xfs 12
B aEERayy -t hINb8E61%, xfs_repair 2T UTTI 7 A INVY AT LEBET LI L 2HfEL
%9,

xfs_repiar &, A RDOFIHTHEITLUTLZI W,

1. VY —=ADREEL TWaWZ 2 2R LU TLZE W, EELTWAEEIE, Cluster WebUI 72 & CIERE MR
BEIZLTLZX W,

2. TNA A BEAATREIZL X T,
(T4 A2 )Y —=2DH) FNA 24D [devisdbl TH 554

# clproset -w —-d /dev/sdbl

/dev/sdbl : success

S—F 4 A2V Y =20l VY — 24 mdl DHE

)

(

# clpmdctrl --active —-nomount mdl

<mdl@serverl>: active successfully

N TVY RF4 A2 VY —=ZADH)) VY — 245 hdl DA
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# clphdctrl --active -nomount hdl

<hdl@serverl>: active successfully
3. TNA ARV MLET,
(T4 A2 VY —=2ZDH) TINA 2458 [dev/sdbl TH 254
# mount /dev/sdbl /mnt

(R T—=FTAAZVY=ANATIVYRTFA AT =ZADH) 35 =R=F 143 VFNARAELD
/dev/INMP1 D54

# mount /dev/NMP1l /mnt
4, FNAA%ET VY LUET,

# umount /mnt

FER: xfs_repair =T 4 VT 1ld, =T 1 Q72D 77ANVVATLERBETEEEA, Bl% 7Y
735012, —EXUVMLUTT UV MNTAUEPBREL D T,

5. xfs_repair ZE{TL £ 7,
(T4 A2 V)Y —=2DH) TNA AZH [devisdbl TH 2554
# xfs_repair /dev/sdbl

(RF5—FTAAZVY—=ANATIVYRTFARAZ)VY—=ZADH) 35 —R—=F 42 aVFNLRALH
/dev/INMP1 D54

# xfs_repair /dev/NMP1
6. TNA AEHBEAAEILIZLET,
(F 4 A2 )Y —=20H) FXA 2458 /devisdbl TH 554

# clproset -o -d /dev/sdbl

/dev/sdbl : success

11

(25 —F14 A2 VY —=ADH) VY — 245 mdl DgGE

# clpmdctrl --deactive mdl

<mdl@serverl>: deactive successfully
NATVY RT 4 220V —=ZADH) VY — 2470 hdl D5G&E

# clphdctrl --deactive hdl

<hdl@serverl>: deactive successfully
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PLET, xfs 774V AT LADBEITRT TT,

6.5.14 OJVINEFRKDOA vy z—2

O JWEAEF UGS, VY = NVIZBTDAYE—UNRRRINDEZRHD FTH, BETEIL
ho BZIZIEFEICNESINTVET, 2B, LFDOA vt —Iidiptables I~vY RBPHEHLTWBREDTH Y
CLUSTERPRO »5fllifi] 4% Z LI TE £ A,

hd#:

bad special flag: 0x03

ip_tables: (C) 2000-2002 Netfilter core team

(hd# \Z1ZY — N BIZIEET 5 IDE O T8 A AD £)

kernel: Warning: /proc/ide/hd?/settings interface is obsolete, and will be

—removed soon!

6.5.15 IS—ERAD T A I A —NRPFEHICDNT

T=FTAARIVY=ARNA TV Yy RF 4 A2 VY —=ANI 7 —ERPORBORIIE, JEFEMIRED I
FAAIVY—=ARNA Ty RF4 A7 )Y =A% EETEEHA,

TR, BETA ATV —RAEBUL T A NVA =TIV —TOBEITE A,
IR, Tz ANA—ADBKAE LGS, A ROV —NADRHOREE AL TRV,
=Y —NP AT =NV —TADT ANV F =KL £T,

Fro, BE=R VY - ARFERBEFOBEFIZE T, NI TV Y RT A AT VY —=ADBFE LY =T —T
WDY—=NANT A VA =T BEEE, IV Y MEPBEET 7 =1 LA — NITERBL £T,

BB, BAIVI LTI oA NA—NFRBEFRREEFICI 7 —HRE T LA BT 5
ZeDHbET,

N

]

MEEE RS REDO R D I 7 —EERP, MEREETITI-—HOT A A7 2L ZOBRIIO I 7 —iL
BRI, W S —MELRB b E T,

AR 7 —MEE Tk, I 7 —TEHERICEARY — M2 S, FERY — A MO IF—HT 1 A7~ T4
AZA7DaA¥— (I 7 —HE) PEIhbhEd,

COMMI—HE (2HI TR PRET LTI I —ANEHRFRIREICRS ETI, MHFERAD7
ANF=NPRERAND TN —TBE 2B Z bWt EE N,
IDTAAIDIAC—BFTT A NVA =R TN —TBEHZITI L, FERDIT—T 1+ AT BRELRR
REOFZETHBERTEELTLIV, RN —INTVWARVWT—=2REkbh/zD, 771V Y AT
DIZARBEDRFKELZD T HAHEELH D £7,
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6.5.16 VS RISy NI IV VUSRI vy NI T—N (ZS5—FT4RIYY—
A, NATYVYy RTF4RI)Y—2R)

RT—TAATYVI—=A, NA TV KT 4 2270 Y —ZH AR, 70— F1EEWLE A clpstdn 2% > R E 72
X Cluster WebUI 956 7 T ARV vy w NRDU Y JTARY Yy MRV Y T—=hEFEFLROVTLEIN,

TN — TIEMEE R Z 7V — TIERENTEE A, ZDEH, IT—=FA ATV —=A, N TVYy RKF 14 A7
VY = ZANREFEIZIEEIZR > TOWARWIREET OS 8V ¥y v XV INT, IT7—T LA IR ETLILHH
DE9,

6.5.17 BEY—1O vy oY, YT—F (ZT—FA4RIVYY—R, N TYy RF«
291)Y—2R)

I5-FTARIVY—=A NAT VY KT 4 220 Y —AFHIEIE, 2V — FiEMELE T2 clpdown O~ > R & 7=
iZ Cluster WebUI 253 —NDY v v hET Y vy hEU VY T—haA Y REFEFTLRVTLZI,

IV — TIEME I N — TREEDRTE LA, 20D, IT—FAAZVY—=A N TVY RF 1R
VY — AW ICHTEEIC R > TOWRVIRIEET OS AV v v b XTIV ENT, I 5T VA IMRKET LI LND
DET,

6.5.18 4 —ERELEN/ZFIEAR ) T MZDWT

initd BECTIEMUTOHAEIC, Y—C2ADOERIHZIEA ) T T I =PI ET, systemd BRETIET T —
LI EEA.

o 75 2 R REER
OS BHIKFIZ TR DY — VY ABEA Y ST —DHhEINET, 77 AXKEEPRKTHIINS
Io7—D-OMEIEH D FXEA,

— clusterpro_md

s UTFDHZEIZ, Y—ERADEILAZ Y T MR RIELIEE TETINET,

Y- RN LBEDOS vy FET Y

CLUSTERPRO DY — VY A& ML L7z, OS ¥ ¥ v b XU VRIZ CLUSTERPRO O Y — B ADVRIERR
EpcEEIhEST, OS Vv v M XY VRIS U7 CLUSTERPRO O Y — B ADME LI N Z &3
JRARCHREL T,

Cluster WebUL 7 5 FEF T2 T AR ¥y b X7 V%, clpstdn 2~¥ > N4 ¥ CLUSTERPRO ® a2~ > R
EHALTCDI I AXY vy MY VOBEEARELEF TELEINTEMED L A,
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6.5.19 ¥ —EREHRREICOWVNT

CLUSTERPRO D&Y —E 21k, EEFRORFH GHOEMUHOFIIZ L O RHEA22 256050 £7,

* clusterpro_evt
RARZY—=NPSDOY —NF v A XY — AORESIERE XV vu— R0 E RK 2 b AhbE E
T, YAZY = NADPEFHFADLGE, BELHLDRITRT UL, YAXT—NEIOMHTHLELEIX
FELUEHEA,

e clusterpro_trn

b b UEEH D £E A, EEBRUANICKT LET,

* clusterpro_ib

FIZfbab B UBIZH 0 $¥ A, BEBHUNICKTLET,

clusterpro_api

RIZfbab B UBIZH 0 $¥ A, BEBHDNICKTLET,

clusterpro_md
FT=TA4AIVY—=AE LK ENA TV Y T4 A7 )Y —ANRGFET D2HEDH. AT — AN L
ER

—I—VxVIPERIEHTLI0ERE 1 MAbADEET, @EBRUNICKTLET,

M Ju

J1
i

* clusterpro
Rz bEHbEMIIEH D ¥ A D, CLUSTERPRO DEENZ A2 2400 0 £9, @HEK
LA T LET,

e clusterpro_webmgr

FIZfb BRI D D ¥ A, BHBEMDNIZKTLET,

e clusterpro_alertsync

bbb BRI D 0 ¥ A, BRBEMUNIIKTLET,

X 512, CLUSTERPRO ¥ —%E Vild#if4ld, 7 5 AXEHRMLELMHEEH D, T 74 bRETIE,. 5 OO
LEDLELHD T,

ZHIZBELTIE TAYTFFUATA R © HESER] O 177 22 BEHRAPFRELREIZOWT] 22BLTL
X\,
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6.5.20 systemd BRIETD Y —ERRERERICOWVWT

systemd BRIE Tl systemetl I Y RIZ X34 —CADRER R L, EBOI I AXOREBLIE—HLRVEGEN
HvET,
2 5 A X DIRREDREZIZ X clpstat I~ > K, Cluster WebUI il L TL 72X\,

6.5.21 EXEC )YV —RTCHERATZRAIZY TN T 74ILIZDWVWT

EXEC VYV —ATHEHTEAI Y TN I 7 A IVIEE Y —NEDFRHDOT 4 L7 PV CHEINET,

/4> R b=V Rscripts/ 7 I —TZIEXEC ') V) — A %/

I AREREFERIC NROEFE 2T - 7258, BHEAOAZ ) TN T 7 A IVIEY =N ELSITHIBRINETA,
e EXEC YV —ZZ&HIkR L7z85E% EXEC V) Y — A% 2 EH U754
* EXEC VYV —ADFiET 27NV —T2HIR U= GHP N — T2 EEH L 256

BEITDAZY TR 7 7 AIIVPRBRELWNESIZ, HIRLTHMED L TR A,

6.5.22 EMMFEREEDE=Y Y —RIZDWVT

TEVEREERREDE =R Y Y — A0 —RHE 1L/ IX TR OHIRFEHELEH Y £,

e EZ XYY —AD—RHEILE, BHENRY Y —A2BILIELGEEZRY Y - AT BIEREE LY £,
ZD7H, BEHEOBEMIITE XA,

e TR Y)Y — A% —HEIRE, BEHERY Y - A2 EIL/EE S GE. BANRY Y - A KE LR
AIVIT, BEoRY)Y — A2 L AEHP I NE T,

6.5.23 Cluster WebUIl icD\W\ T

o Bt LBETERVIREBTEMEZITS &, HIHPR-> T 2 £ LIS KIKHPRERGENH D £7,

e Proxy Y —N\Z&RHT 5541, Cluster WebUIl DR — M &S 2k TE % & 512, Proxy ¥ — D E %
LTL7ZEW,

* Reverse Proxy ¥ —N\%&#&EHT 3554, Cluster WebUL IXIEE ICEIEL 8 A,

*« CLUSTERPRO O 7 v 75— s 247 o724, L TWEETOT I VT2 —HKTLTLEE W,
TI5OFHOF Yy v ak2)T7UT, 7730 FR2EHL T LI,

s REF X DH L WA=V a VTS N2 7 AXERIERIZ. REETHHETSZ LIETEEHEA,
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e Web 75 HEKTTBL (74 Y RIT7L =20 [X]%)., HAXA TOIDRERINBGEERHD T,

CmAs—ThaERLETH

Web m—ThamA wiz—:
FREMOERERIIESZECNET.
& CMA—TSEE(L)

S ~S—ZCEBES(S)

BEZRBATT LA E [N—VICHE D] 2L TS 230,

e Web 75 U%%2 ) B—RTBE (A=a—0 [BHFOHEWICERR] Y =L AN—=0 [BREDR—Y 2 HitAA
A E), WRXA TR BRRRINDIGEDRDD T,

COR—THSERULETHV?

Web R—ThadAwtz—
FREOERERIHEEEINET.
& O—ThaEE(L)

P R—TICBF3B(5)

BEZRHATT D2HEF [XN—VITHE L] ZERNLTLZI W,

o FEIBIAR D Cluster WebUI DiFEEHIFRHIEIZ OWTIZEA Y FA v~ =a TV aZBLTLEX W,

188 5 6 E IEHIREIR



CLUSTERPRO X 4.3 for Linux
A= Ty THAR, ))—21

6.5.24 IZ—FTARI. NMTYYRTARI)Y—=RDN—FT 4> avH A4 XER

o  SEAZRPHIALAEBT, I5—N—F 4 avDOY A RAELHLULEWESIE. TAVFFVAHTA K] O TR
S O (IS5 —F A AZVY—ADN—F 4 avDA Ty YA X%2LETE] 2L TLE
I\,

6.5.25 H— XISV TOHRELHIZDWT

==3

* Red Hat Enterprise Linux 6 2T, 27 7 A X DM L TWBRET, [H—F VXV TORKE]
(system-config-kdump) T kdump OF¥EA2ZHE LT [#HH] L5 dT2L. UFORBRTI—AvE—
UM BBENRH D T,

ZORRGEE—H, 77 AXDEIL (I7=FTA AT VY =APNAT VY FT4 A7)V —Z&HHL
TVWAHAIZIE, ZI7ARDFILEIT—Z—V Y bDEIL) 2BIRo2THS, I—F VXV TOHRE
ERITLTLEIN,

X TFRLD { RS 4 /13%) OIS IE, clpka, clpkhb, liscal DWW TN D £9,

No module {RZ4/3%} found for kernel {(A—FRI/IN—T 3V}, aborting

6.5.26 JO—F 47 IP, RIEEIP )Y —RIZTDWT

e 7B —FT 4 VI IPVYV—RFHIIMEHIP VY —RAEHRELTWBIEESE, ThHD) Y —ADEEHELTWS
P—=NTE Y N = HEMIEFTLURVWTLEI Y, 2y VY= 2HEHTEEEY Y —-AZE>TE
MENZIP 7 FLUABHIBRENE T,

6.5.27 YATFTLE=ZFVY—R, TOCVRNY—REZFYY—RIZDVT

o MENBOEEIZIEZ I FARXRYARY RE2TH5RBERHH T,
e EZXRV Y —ADBIEEEIZIIMNBLTVWERA,

 SELinux D& I3 permissive ¥ 721 disabled (2L TL 72X\,
enforcing 2% &3 % & CLUSTERPRO THEZBEFENITARWEAENH D T,

o BIfEFRIZ OS O HMN/IZ 2 ZE L7254, 10 DRRTIT > TOWAMBITLE O R 1 2 v I B EMN/RZIEHE
DEMO—EZIFTNTLENET, UFDESIRIEVEAETELED, BEIZGLUTIIARXDYARY
R )Ya—Lx2fToTLEEWN,

- BE U THRINT 2R\ 2 #ETH, REREPITDOEW,

- HE L UTHRIES 2 RBRHETIC, REREMTDN S,

6.5. CLUSTERPRO ;:ZF% 189



CLUSTERPRO X 4.3 for Linux
2= Ty THAR, JU—21

- VATLEZR) Y —ADT 4 A2 )Y - AEGKBETRICEHTE 2RRDOT+ A7 KL 64 A
<7,

6.5.28 JVM E=4 1)V —XRIZDWT
o EEHUGRD Java VM 2 BEEITAGEIE 7 FARXRY ARV RTEh, 75 AXEILE{T57281247-5TK
V=2 AN
o BENKDEHIHZIZZ SARYARY RETIRERH Y T,

* E=R YUY - ADBEEEFITIINIGLTWEEA,

6.5.29 HTTP =4V —XIZDWVWT
e HTTP €E=X VYV — AT T VT NDD OpenSSL DHEZT A 7I73 VDI VRV w7V v 7% FHLTH
£95
— libssl.so
— libssl.so.1.1 (OpenSSL 1.1.1 ¥HF 1 75 V)
— libssl.s0.10 (OpenSSL 1.0 D#EZ 1 77 V)

— libssl.s0.6 (OpenSSL 0.9 DA Z 1 75 V)

OSDODT 4 ANV Ea—Yaren—yay, BIUORSYTr—I014 VA M —=VRIZE>TlE, EEoY
VRV IV INFEELBEWEEYRHD ET,

HTTP £E=X VY —ATlE, LEHOY YRV v 27 ) v I2DBEDIFSNRWVESIE. UTO LSBT 5 —7n%K
£ELET,

Detected an error in monitoring <Monitor Resource Name>. (1 :Can not found

—~library. (libpath=libssl.so, errno=2))

ZD7H, EEROIT I —FREL LGS, /ust/lib F 721X fust/libo4 B A 2 Bty YR v o2 ) vy
PEEL TV B DR % BV L £9,

¥z, ERROVYRY v I VI PEELBRVWEEIE. FiRRoaxy Rilo kS ryRIy sy v s
libssl.so ZEIEHE £5 &5 BEVWL £,
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av Y K§l
cd /usr/lib64 # Jusr/1ib64 ~TE)
In -s libssl.so.1.0.le libssl.so # UVRY YO DER

6.5.30 AWS IRIRICHITE AMI D) X h7ICDWT

o« AWS fRAEIP U Y — 2% AWS ElasticIP VY —Z® [ENIID]| 12 754XV Ay b —2 A VR —T x4 A
D ENIID 2% E L TWAHE, AMI 225600 2 b 7HHZIE, AWS {KAH TP VU ¥V — A% AWS Elastic IP
VY —ADREREHETIVHERDHDET, 2B, ¥HAVEV XY NI =24V Z—T 21 ADENIID %
FELTWAEE, AMI ZEN5DY) AN THRHZIET Xy F/7 & v FUIRIZ X > TlH— ENIID O5] =ik
ENTHER 728, AWS AL TP U Y — A% AWS Elastic IP V VY — ZADH#HE IR ETT,
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6.6 CLUSTERPRO MDA BB

75 ARE UTCHMZRBLUZRICHEELE T 2581 ETL2HRLTHEL THELWHIETY,

6.6.1 ZIL—7HBETO/F 1 DHEfRIL—ILICDWT

HfL— NV OPEL 2 ZE L7256, 727 ARXRTF ARV N, VVa— LAk EEAKMEINET,

HEftEVEDY [78 Rkt (ICBE SN TV EAHHIL — VT, iz iC N R D 7V — T 2B L 7258, Y ARV R
HiD 7V — T DREFPRIEIZ & 0 5B RHHD 70V — THE —5 — N L THEEEF L 7RBIZR S 20D D £,
R 7 )V — TEERD S E L s Thih s & 5122 b £9,

6.6.2 )V —270/1F 1 DIKEFEFRICOVT

VY — ADWMEEREEBELZGA, 2 AXYARY R, VYVa—AIZX 0 EERKMRESNET,

VY —ZADOMAFERE KB HELE LT Y — A IEBRBRERZRELEEZ LGS, VYa—L%BDOY Y —ADEH)
IREEDPMRFERZZB L2 DIZR > TOWRWEARH D £7,

RE 7V — TiEE 5 U AKREBROGIE» T ThhE K512k b 9,
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