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NI FGARN=T 4 ay, 7= =T 4 aIHALET,
IT—FTARATHDAR=T 4 ¥ a IZOVTUE, T4 VA= N&RETA R O TS RT7 AERERET
2] -T35—FHR—T42aVBRETS (I 7—FT 4 AZHARINE)] 2SBLTLEXN,

5. CLUSTERPRO O >R =)L

A VAP =IVFEE T4 VR =V&REH A FI ZBRL TN,
CLUSTERPRO DA > A b — VA Z B ARG L £5,
(7 — & D#EE I L Tl Remote Desktop. Amazon S3 #FH 7% Y& TF,)

A VA P=ETR, OS DFEHZITo T I W,
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5.3 CLUSTERPRO D&%7%FE

Cluster WebUL Ot v b 7w 7. BEO, HHHEEZ T4 VA M= L&RENA F1 O 1275 X XERIGHRZVEK
T3] EBRLTIEX Y,

ZITRUTDY Y =228 2 FIRZLAL £5,
HERE
- Witness N— b E— b
— NP @Y Y —Z (HTTP NP /1)
- AWS iR Y Y —&
- I9-TFT4RZVUY—R

- AWS AZEitHY Y —X

- AWSEIP VY —2
- AWSEIPE#HY Y —2
HGERENK (4.3, CLUSTERPRO DFEEN. LA OREE T4 VA b= NV&REHTA P ZBRL T X W,
BB TARZ, 32y NI —=0 Z—FEBITHLRT 2E=X ) Y =34V 7L I RFARICHRL £3,
1. L=V —ZDENM
¢ AWS ElasticIP V YV — X
AWS CLI 2 FIFH LC. EIP OfilffiZ17>5 AWS Elastic IP V¥ — 2 ZEBML £ 3
EE TV 77 LY AHA R - TAWS Elastic IP V) Y — 22 HfEST 2 ] 2B L TLEZ W0,
(FIiE]
L [ZA=FVy—2—K]|THEM%22Yy 27 LET,

2. [ZV—=T DV Y —R5EF | failoverl ] HIHIAFE = £ 3,
[RA TRy ZRATIN—TYY—ZADXA 7 (AWS ElasticIP V) ¥V — R) ZEIRL T, [&HFi] Ry 7R
N —=TV Y =24 (awseipl) E AT LE T, [N 227V v 7 LET,

3. MRAFBIMR] BEARRENE T, MIBIEERT (AN 22 v 7 LT,
4. [EIHEHE] HESFRRENE T, RN 227V v 7 LET,

5. [FEH] EEA AR RSN E T,
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[$£38] % 7@ [EIP ALLOCATION ID] R v 27 ZiZ, {45 L7z EIP @ Allocation ID Z&E L ¥ 3 (X
5.1 > 27 £ H5R% EIP filfilc X 3 HA 27 5 2% @ [3] [4] 233%H4).
[ENIID] R v 27 212, EIP Z#I D Y TH2HHARMD A > A &X > AD ENIID Z3EL %73

IN—TFDV)—FEE | failoverl

ARQ@ > HKFHEEQ > EBRNMFO > Hd

#i8 node-1 node-2
EIP ALLOCATION ID*® eipalloc-1234abcd
ENI ID* ENI-0000000(

BE

6. &/ —FDETZ2I VYL, J—FHlREZITVWET,
MERNCREST 2] 2 F v 7 LET,
[ENIID] Ky 7 212, 2D/ — FIZHIET 54 Y ZAX Y ZADENIID 2% ELET (M 5.1 > 27 4H
fi% EIP fill{Hlic X 2 HA 7 7 2% @ [4] [5] H5e%H).

DL—T D) —ZFEE | failoverl

BRO > KFEEO > ELSHFO > FH
38 node-1 node-2
HERllCSEET B ]

ENI ID* ENi-X000XX

I —TF DY —ZFEE | failoverl

BRO > KFERQ > EHEFO > =4
8 node-1 node-2
ERllCEET S ]

ENI ID* eni-yyyyyyyy

7. 5871220y 7 LTREZKRT LET,
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2. EZ UV —DEN

o AWS Elastic IP BtV vV — 2

AWS Elastic IP V ¥ — ZBHIKEIC, HEMCGEMES N E T,

BHREDA > 2R ZZEDETHRTWS EIP 7 FLANDEEZEMR T2 Z 2 T, EIP 7 FL 2D
kR i EA Y

FME TV 7> 1L 2AH A FJ - TAWS Elastic IP B ) YV — X 2H#ET 5| 2BBLTLEI W,

4. REDRRE Y 5 X DIEEE
ARG TA R b= N&BREHA F1 - T7FRAXEERT 21213 2B TSN,

1. Cluster WebUI DFXEE— K 206, [REDKM) 27V v 7 LET,
[BREEZRMLETD. ] EWVWI Ry 79 TRy —IDBFRINETDT, [OK]Z27 Vv 7 LET,
7y 7a—RIZENTEE, [KBUTHKILE Lz, | DX v =Y DBRRENETODOT, [OK] %272
Vw27 LET,
7w 7u— FIZKRRL2581E, REINDB X v —Ii > THRIEERIT 5> T X0,

2. Cluster WebUL @ ¥V —LN—D KB v XY > X = a2 —T [#fEE— F] Z3BIR LT, #fET— FIc¥D
BZ2ET,

3. Cluster WebUIl D [RT — X ZX] XTI 6 [ 7 AXBAM] 22V v 27 L, WEREET Bl 220 v o
L9,
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@ AWS Cloud

Internet gateway

)

Route Table(Public-A)
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£ Route Table(Private-A) !
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xR 6.1 -FIOR—IHS5DHEE

Public subnet (Subnet-1)  10.0.10.0/24
Private subnet (Subnet-2)  10.0.20.0/24
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6.1 VPC RIZDHKRE

VPC Management Console, 3 X ¥, EC2 Management Console =T VPC OREEZITVWE T,

KB X UFHFD IP 7 FLAE—HITH D, EEORERIZ VPCIZEID Y THERTWAS IP 7 L RICHAR
ZTL7EEW, BEFD VPC 12 CLUSTERPRO %M 2541k, FELTWA S 7%y M EBINT 5 22 HEYNC
FTAREZTLIEE W,

1. VPC 8L VY TRy FERET S
BN VPC BLUY 71y b EIER L £ 5,
2. Internet Gateway Z:&XE 9 3.
VPC 64 ¥ R—% v MZ7 72 R F %7-HD Internet Gateway BN L 3,

3. Network ACL/Security Group #:&XE 9 3

VPC WD SDRIER A Y VT =2 7 72 X% <7212, Network ACL. B X TF. Security Group % i
PNCREL £ 75

Private v b7 —2 (Subnet-2) WIRELEFED HA 7 7 A X ) — FHDA Y A X A5 5, HTTPS T
Internet Gateway ¥ E{ER[AEX 725 & 512, %72, Cluster WebUI R4 > 2 X » ZA[ELD@EdAIEEL 72 3
X 5 HHEEE 12D W T Network ACL % Security Group OFEEZEH L £7,

CLUSTERPRO Bi#Ha > R—F ¥ " PMEH T2 R -+ HFEBIXOVWTIE, I2AX—+7 v 7FHA Ry o TEE
HIFR%IE | - TCLUSTERPRO A ~ A h— L] #SMEL, RELTLEX W,

4 HA VSRZADA 2V RAZ 2V A%ZEMT B

HA Z752%&% ) — FHDA v A& A% Private v F7—2 (Subnet-2) IZ/ERKL F9,
IAIMBE— L% YRX Y ARZED S TTHEHAT 258, IAM e — L2 5EL T EZEW,

= IAM DOFREIIZOWVWTIE, TRZ— 7 v FHA Fu © FEEFIREIE) - [CLUSTERPRO £ ~ X +—
JVET) - TAWS BRIRICBIT 2 IAM OFREIIZDOWT) 2SI L, RELTLIEX W,

[2] Server Instance (Active), [3] Server Instance (Standby)

BRARMA > A& > 228 ) BTNz ENL fFAERAIL > 22 > 228 ) ¥ Tohiz ENLIZ, W3
Ny ENIID Tl cEx £,

66 % 6 = SIP #fHiC &3 HA ¥ 5 X2 DFRE



CLUSTERPRO X 5.3
Amazon Web Services R+ HA 75 X% #&EH 1 F (Windows), J1J—X 2

BALYRAA2VZAD ENILID (eni-xxxxxxxx) IZETAWSEAHVAVIP VY —X OREBICHEL
378, FEEITEEET,

5. NAT Z:E&Mm9 3

AWS CLI 12 & % SIP #lfHUE % FATFT 272012, HA 7 AR ) —FADA YRRV APBH) =Y avd
T2 RKRA Y M LT HTTPS 12 X 2@ (E0 AT e IRRBIC S 2 B E A H D £7,

Z D722 Public & v 7 —2 (Subnet-1) EIZNAT 7 — b v = £ ZERL 3,

NAT 77— b Y 2 4 DFHICOVTIIAWS D FF 2 X Y P 2SR L T E X0,

6. L—rT—TINZRET 3.

AWS CLI 7 NAT TV =Y a YD ¥ FRA ¥ b L@(SATREIC T % 729 D Internet Gateway D JL—
T4y I7RBMLET,

HV TRy b= T —=T0NE, IROIL—F 4 Y ZPREr ) £F,

¢ Route Table (Public-A)

Destination Target fi&Z
local BAD HIFAE

VPC Oxy k7=
(#1TZ 10.0.0.0/16)

0.0.0.0/0 Internet Gateway B ()

¢ Route Table (Private-A)

Destination Target =2
local B®AH SIFE

VPCOxy bT—2
(T3 10.0.0.0/16)

0.0.0.0/0 NAT Gateway Bm ()

ZOMDN—T 4 E, BBEICHDOETEREL TL X0,

6.1. VPC RIZDERE 67



CLUSTERPRO X 5.3
Amazon Web Services [l HA 75 X% #EH- F (Windows), V1) —X 2

7. 25—5F 41 X% (Amazon EBS) BT 3
MBS TIT—FT 4 RT (V59 RBRA—F 1 ay, =& —F 4 > av) 2T 3 Amazon EBS

ZEBML %,
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6.2 12XV ADKE

HA 7 S ZAZADEAL VAR RZa 74 Y LT TORELEmML 7,

CLUSTERPRO %34 K — F LTW% AWS CLI DN = 3 Y IZDWTE, TRAZR— 7 v FHA Ky -
'CLUSTERPRO D#EIffESE) - TAWS £ A > XV IP Y Y —R, AWS £ > &) 1P BtV ¥ — ROEEEREE) %
ZRRLTLZE W,

1. CLUSTERPRO O —bE XREIFRZHE. Ry N —UREDOHER. 7717V x—ILDOREEED.
H—NOEZI%ER. NT7—t—E > T = R

BFIEILITZ SR L TL X0,
F2X— b7 9 FHA R O TPRATFABEEBRET S - ThN—FT 27K OFKE] 2SHBL. ZEL
TLEEWN,

2. BNIP7RLRAZRET D

AWS tH Y EYIPYY—RATEIVYRYIP T FLAZE DY TERY VIO TR TRDT 54 R— |
IP 7 RL RAEFEINIEEGR L TLEE W,
FHMEITREORT Yy 71 ZBRLTLEX N,

https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/config-windows-multiple-ip.html#step |

3. AWSCLIDA >R =L

AWSCLI ZX v >ua—FLT, f YA F—=NLLET,

S RT LBRBEEB PATH I3 A Y A b= HEIFNEBM L £ 3, BEISGBIMI R WESIE, AWS O
FFaxXYh TAWS av Y R34 VA VX —T 24 2] 2SR LUTGEMLTLEEW,

AWS CLI DA ¥ A + — )L %{T - /2T 3 T2 CLUSTERPRO 254 >~ 2 + —/LIEDEEE. OS % HildH)
L Th 5 CLUSTERPRO DHEEFT - TL 2 &\,

4. AWS 77t ZX*— ID OEF

awy ]\\\7013 \/7°}\%’:E§jjb‘ D{‘F@:l?\/ F%%?‘Tbijﬂo
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> aws configure

BRI LT, AWS 727t 2F— ID ¥ OEREASILE T,
A VAR ZAWZIAM B — L2 E Y BT TWEILENRT2EY DFRELTHIPNET,

OCIAM B — L ZED YT TWBE A YRR Y ZADIEE

AWS Access Key ID [Nonel]: (Enter &)

AWS Secret Access Key [None]: (Enter D)
Default region name [None]: <BfEDU—L3 %>
Default output format [None]: text

OIAM B — L2 E[ D YT TWERWA Y ARV ZADGEE

AWS Access Key ID [Nonel: <AWS 72+t X*— ID>

AWS Secret Access Key [None]: <AWS ¥—JL v h7ItEXF*—>
Default region name [None]: <BEED U —3a>&>

Default output format [None]: text

"Default output format" &, "text" AN EIEET S Z & bATRET T,
H LS T-HNEEZRELTLE 725813, %SystemDrive%\Users\Administrator\.aws 27 + L&
PHEL TS EFEEEERDE LT EE W,

III

—F 1 2T DHElE

]1]

5
N \h
N1
N \U

4 A7 FZ Amazon EBS %8I L TW25&1&, Amazon EBS #o8—7 4 > a v EIL, 21?2
RR=T4Zay, T7—=R=74¥aIZEHLET,

ST FURTHADAR=T 4 a VIOV TIE, T4 VAN —L&REHA FI) O T2 AT AERERET
51 -3 ‘7“%”*—7‘/{:\/3\/% RET D (I 7 —T 4 AZMHEHRHINAE)) 22U T EZ 0,
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A VA=V FEE O VR —N&FHEHA R 2SR L TV,
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CLUSTERPRO DA > A b — VA Z B ARG L 5,
(7 — & D#EE I L Tl Remote Desktop. Amazon S3 #FH 7% Y& TF,)

A VAP —IL5ETH, OS OFE#HEITo T EE W,
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6.3 CLUSTERPRO D&%7%E

Cluster WebUL Ot v b 7w 7. BEO, HHHEEZ T4 VA M= L&RENA F1 O 1275 X XERIGHRZVEK
T3] EBRLTIEX Y,

ZITRUTDY Y =228 2 FIRZLAL £5,
HERE
- Witness N— b E— b
— NP @Y Y —Z (HTTP NP /1)
- AWS iR Y Y —&
- I9-TFT4RZVUY—R

- AWS AZEitHY Y —X

- AWS A YXVIPYY—2
- AWS A Y&V IPEEHY v —2
HGERENK (4.3, CLUSTERPRO DFEEN. LA OREE T4 VA b= NV&REHTA P ZBRL T X W,
BB TARZ, 3y M =2 A—FEBIHIGT 2E=X Y Y —RIEF VT I RFERICHRL $7,
1. L=V —ZDENM
c AWStH ¥ XV IPYY—2
AWS CLI ZFIFI LT, SIP Oflii%475 AWS €A > XV IP VY —2%EBIML £ T,
A TV 77 Ly RHA R - TAWS A Y XV IP VY —REHET 5 2SR L T I W,
(FIiE]
L [ZA=FVy—2—K]|THEM%22Yy 27 LET,

2. [N —T DV Y —2EF | failover] ] BIEHDBH = % 5,
[ZA TV R VATIN—=TYI—ZADEXAL T (AWS A XV IP VYV —R) R LT, [£Hi)
Ry PR TN—=TV) Y =24 (awssipl) ZE AN LET, [KN] %27V v 7 LET,

3. MRAFBIMR] BEARRENE T, MIBIEERT (AN 22 v 7 LT,
4. [EIHENE] MEAFRENE T, MBIEEET AN 227V v 27 LET,

5. [FEH] EEA AR RSN E T,
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HLE] 27D [P 7 FL Al Ry 727212, A5 LZWSIPOIP 7 FLAZRELET (X6.1 ¥ 27 4
iR STP il & 3 HA 7 5 2 & @ [1] 238%4).

[ENIID] Ry 7 iz, SIP ZE D Y T2HARMDA > 2K 2D ENIID #%ELET (M 6.1 > A
7 LR SIP #IfHC X 5 HA 7 9 2 & @ [2] B3#%H).

IL—T D —ZEE | failover

SR O > #EFBEO > EOnFO > MM

8 node-1 node-2
IP7 FLR" 10.0.20.3
ENIID" ENIi-X0000000K v

Eope

=3 vl

6. %/ —FDXTEZ Yy 7L, /— FHIREETVET,
MERNCRET 2] 2 F v 7 LET,
[ENIID] Ry 7 212, 2D/ — FIZHIET 54 Y AX Y ADENIID 2% ELET (6.1 > 27 1H
fi% SIP filfilic k2 HA 27 7 2% @ [2] 3] 25%%2).

I—F D)) —ZGEE | failover

2RO > EFEERQ > EHSFO > =H
#E node-1 node-2
EBRllCHEIS

ENI ID™ ENI-XOKXKK v

E3 ool

BHoD /) —FDENIID OFEDITVET,
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IIN—TDVY)—Z5EE | failover

=@ > HFEERQ > EHEFO® > FH
38 node-1 node-2
BAllCEET S

ENI ID" eni-yyyyyyyy v

7. [T %2270y 7 LTREZKTLET,
2. EZHUY—DEN

* AWS 4 > &Y IPEHY YV —2R

FHAZRMOA v 2AZ 2 RCED L THATWS SIP 7 FLANDBEREMR T2 22T, SIP 7 FL AD{E
2HEHERELE T,
HMEZ TV 7L AHA4 F - TAWS A RV IPERY Y — 2 2HET 2 2SR TLIZE N,

1. Cluster WebUIl ODFEE—F 226 [FE=X Y Y —ZADBM Z27Vy 27 LET,

2. [E=&Y Y —RADER] HHEHIPHE LT,
[ZA TRy ZATE=ZXYY —ADXA T (AWS £ H > &V IP &Y v —2) 2B LT, [#A(]
Ry 7 2N Y =2 ASILET,
[(RN]Z2 Vw27 LET,

3. Bifd (Hd) OEE»ARREINE T,
R Y —2D [BH] 22V v 2 LT, AWSEHYXVIPYY—ZADY Y —2£4%FR LT, [0OK]
27V v o7 L%E7,
KN ZZ7V w27 LET,
4. Bt (EF) OEHEARRSINET,
AWS CLI 2= ¥ FIRERUSKBRHEEZREL T, RN 22V v 7 LE T,

5. [FEEI{EOBEEAR RS NE T,
(FHEEIE] & [FEHENR] ZREL £ T,
G TV 77 Ly 2AH A Ry - TEEEEX 7 2L TLEE 0,
(BTl %27V 27 LED,

3. REDRRE U5 X5 DicE)
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FENE T VRN —N&RETA R - 177 RAZZERT 51213 2ZRLTIEI W,

1. Cluster WebUI DFKEE— K 226, [(REDKM]) 227V v 27 LET,
[REERKMLETD, | EWVWIRY 79 IRy b—INFRINETOT, [OK] 22V vy 7 LET,

Ty 7= RIZENTL . [RMUZEIILE Lz DX Yy B —IWRRENET DT, [OK] &7~
Vw7 LET,

7y Iu— FIZKRBLIGEIR. BREINDE Xy b=t o THRIEZITo TS W,

2. Cluster WebUL @ ¥V — L N—D Ry XY >V X =2 —T [BfEE— F] ZBIRL T, #EE— Ficb
BRET,

3. Cluster WebUI D [RT — X ZA] R T [Z I AXBMB 227V vy 2 L., HEREET BB 22V v 2
L%,
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E AWS Cloud

Internet gateway
=\

[1]1 VPC

[2] Availability Zone A

\a),

[3] Availability Zone B

TP —— i sssnsann s s
i Route Table(Public-AB) ; :
@l Public subnet P Public subnet
(Subnet-1A) (Subnet-1B)
NAT Gateway1 E}D NAT Gateway2
ateway 4 atewaye | ¥

[5] Domain Name

[7] Amazon
Route 53

Route Table(Private-B)

I_E_I Private subnet
(Subnet-2A)

Private subnet
(Subnet-2B)

11 | server N | Server
i  E|Instance 1. F| Instance
I (Active) ——l (Standby)
[4] Private |p Se——cc S (6] Private [P
Application
Amazon Mirroring
Elastc wM --------1=Fi4-F--——-- >
Block Store
7.1 A7 LR DNS 4l & 2 HA 7 5 A%
CIDR (VPC) 10.0.0.0/16
Domain Name srv.hz1.local
Public subnet (Subnet-1A)  10.0.10.0/24
Public subnet (Subnet-1B)  10.0.20.0/24
Private subnet (Subnet-2A)  10.0.110.0/24
Private subnet (Subnet-2B)  10.0.120.0/24
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7.1 VPC RIFDHRTE

VPC Management Console, 3 X ¥, EC2 Management Console =T VPC OREEZITVWE T,

KB LUFHHAFDOIP 7 FLAE—HITH D, EERORERIX VPCIZEI DY THRTWS IP 7 R L RARZHEAE
ZTLZE W, BEFD VPC 12 CLUSTERPRO %iH 3 23581, FRLTWERH 7%y M EIBINT 272 2 EYNC
AR Z TN,

1. VPC BLUH TRy b ZRET S

BANC VPC BLUH 7%y FRIERL £7,

[1] VPC
VPCID (vpe-xxxxxxxx) (BB THRIAM—2DEBMBHCBELRZH. JBEITEETET,

2. Internet Gateway #:&EJ %,

VPC 264 YR —3 v MZ7 72 R T %72HD Internet Gateway BN L 3,

3. Network ACL/Security Group #:&XE 93

VPC WA HDRER Sy b T —2 7 72 2% 72912, Network ACL, B X, Security Group % i#t]]
WCERELE T,

Private v %7 —2 (Subnet-2A 3 & O Subnet-2B) MICELETED HA 7 5 A X ) — FHADA Y A XV R
75, HTTPS T Internet Gateway L{ER[REL 725 £ 512, 7z, Cluster WebUI %4 >~ 2 & ¥ X [A]+- Dl
EHREEY 72 % & 5 BREEKIC DWW T Network ACL = Security Group DiEEZEH L 7,

CLUSTERPRO Bi#Ea > R—% > b AT 2 R— FBEIZOWTIE, TRX—+7 v FH A4 Fg o FER
#IBREEIE | - TCLUSTERPRO £ > A h —)Lgi] 2SR L. BEL TN,

4. HA V522D VA2 2% BN %

HA 75 ZX&% 7 —FRADA A& A% Private % v + 7 —2 (Subnet-2A. 3 XX, Subnet-2B) IZ1EK L
%9,

IAM B—)L% A Y 2AZ Y ZZEH D Y TTHEAT 25513, JAM B — L2 EE LTSV,

= IAM DFKEIZOWTI, TRE = 7 v IHA Fi @ TFEEHIREIE] - TCLUSTERPRO £ ~ X k—
LR - TAWS BEEICBIT 2 IAM OREIZOWT] 2B L. BELTLEIW,

5. NAT Z:EmMm9 3

AWS CLI 12 & % DNS &l 2 FEITT 272012, HA 752X ) — FHDA VARV AMmHY —Ta v
DI RARA ¥ MU THTTPS 12 & 2 BENARERIREICT 20 B H D 5,

Z D722 Public & v 7 —2 (Subnet-1A, B X, Subnet-1B) EIZ NAT 7 — b oA BERL E T,

NAT #— b =2 £ OFHIZOWVWTIZAWS D FF 2 XV FEBBLTLEX W,
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6. L= bT—TIERET B,

AWS CLI 23 NAT fEHTY =Y a YD Y KRA ¥ b 2BEAIREICT 5 72 D Internet Gateway D JL—
T4 Y7 RBML%E S, Public xy bV —2 (KTIX Subnet-1A, B X, Subnet-1B) DL— 57—
(Public-AB) 2k, URDIL—F 4 Y IHRREL 2D FT,

¢ Route Table (Public-AB)

Destination Target fi&Z
local D HIFAE

VPC D%y bT—7
(T 10.0.0.0/16)

0.0.0.0/0 Internet Gateway B ()

Private v bV —2 (XITiZ Subnet-2A, B X X, Subnet-2B) D)— k57— (Private-A, B
Private-B) 1213, U TFDIL—T 4 Y IBRErR) F5,

¢ Route Table (Private-A)

Destination Target =53
local BAID B T1EE

VPC %y kT—2
(I Tld 10.0.0.0/16)

0.0.0.0/0 NAT Gateway1 B GuZE)

¢ Route Table (Private-B)
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Destination Target =53
local A5 B IEAE

VPCOxy bT—2
(T3 10.0.0.0/16)

0.0.0.0/0 NAT Gateway?2 Bm ()

ZOMDN—T 4 V7, BECHHLETHREL TLEZ W,
7. RA R —=>%EMT 3
Amazon Route 53 12K X MY — Y 2BIMLE9,

[7] Amazon Route 53 (Hosted Zone)
Hosted Zone ID (372 T AWSDNS UY —XDREFFICHE L 1D =8, HEEZTHITFET,

LB, AETIZ. 759 ZAX% Private 5% 7%y P FICEHBLTVPCHDZ S5 A7 67 7R3 3K
BEFRHALTWS 72012 Private R R Y — Y E2BIL TOE T, Public ey 7%y b EICEBELTA ~
R—%v MIDEEDZ 547> v 267 72 RT3 DEAIE. Public KA MY — U &EBMLTL
X\,

8. S5—5F«4 2% (Amazon EBS) ZEBIMTBANEWIGLTITI—T A4 AT (SRR R—F4¥ay, T—
RR—F 4 > a ) IZH$ % Amazon EBS ZEIML £3,
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7.2 1V RAE 2V ADHRE

HA 7 S ZAZADEAL VAR RZa 74 Y LT TORELEmML 7,

CLUSTERPRO %34 K — F LTW% AWS CLI DN = 3 Y IZDWTE, TRAZR— 7 v FHA Ky -
'CLUSTERPRO Q#ffE}5E) - TAWS DNS U Y — 2, AWS DNS Eifil V) ¥ — 2 08B 2B LT W,

1. CLUSTERPRO O# —EXEEBIRMZHE. Ry b7 —IREDHER. 77177 1 — L DOREZ MR,
Y—NOEZIZEM. NT7—t—E> IR

BFIILF 2SI TSV,
FRR—=17 9 THA KL O TS RT LR EPET 21 - Th—Fv = 7HERBORE) 2BHL. ZEL
TLEEW,

2. AWSCLID1 >R b=JL

AWSCLI &Y >u—FLT, £ YA +—1LLET,

S RT LBRBEEB PATH I3 A Y A b= HEIFNGEBM L £ 3, BEMIGBIEIhRZWESIE, AWS O
FFaxXYh TAWS av Y R34 VA VR —T 24 ] 2SR LUTEML T XN,

AWS CLI D4 ¥ A b —)L%{T 5 2[5 T3 TIZ CLUSTERPRO %31 > Z b — A FEDHEZ. OS % Hit#)
L T» & CLUSTERPRO DEEIT - TL 72 E W,

3. AWS 77t 2% — ID OFR

Administrator T—H¥Ta~v>y Ry 7 E2EH L, UMTOoa~vY FEEITLETS,

> aws configure

BRI LT, AWS 727t 2% — ID R Y OEREZ AN L E 5,
A VAR AZIAM B — L2 E Y BT TWEILENRT2EY DFRELTHIPNET,

OIAM B — A ZE DY TTVWAE AL VAR Y ZADEE

AWS Access Key ID [Nonel: (Enter D)
AWS Secret Access Key [None]: (Enter D)
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Default region name [None]: <BfEDU—3 %>
Default output format [None]: text

OIAM B — L2 D YT TWRWA YA E Y ZADHE

AWS Access Key ID [None]: <AWS 772U+t X*— ID>

AWS Secret Access Key [Nonel: <AWS ¥>—2Lw k7o X*—>
Default region name [None]: <BIEDU— 3 &>

Default output format [None]: text

"Default output format" &, "text" ISV EIRET S Z & bATRET T,
HLE-T-NEEZRELTLE 725513, %SystemDrive%\Users\Administrator\.aws 7 # L X Z
PHEL TS EFIEEERDE LT EE W,

4. T53—T14 RV D%EfH

7 —F 4 A2 FIZ Amazon EBS B L TW=&1E. Amazon EBS 28—7 4 > a VY 7E|L. 202
NTTRER=T 4 vay, 7= =T 4> a VIHEHLET,
2] -T25—HR=—T4>aVERETS (I 7—T 4 A7HHARINE)] 2SBLTLIEEN,

5. CLUSTERPRO O > X k=L

A VAP =IVFEHE T4 VA =V&REHN A R SR TLIZE W,
CLUSTERPRO DA > & b — VIR % 8 A BREZ IS L £ 37,
(57— & D¥REIZB L Tl Remote Desktop. Amazon S3 7 YL ETT,)

A YA = AETH, OS DFEHIZTo T,

72. 1AV ZADHE 83



CLUSTERPRO X 5.3
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7.3 CLUSTERPRO D&%7%FE

Cluster WebUL Ot v b 7w 7. BEO, HHHEEZ T4 VA M= L&RENA F1 O 1275 X XERIGHRZVEK
T3] EBRLTIEX Y,

ZITRUTDY Y =228 2 FIRZLAL £5,
HERE
- Witness N— b E— b
— NP @Y Y —Z (HTTP NP /1)
- AWS iR Y Y —&
- I9-TFT4RZVUY—R

- AWS AZEitHY Y —X

- AWSDNS VYV —2
- AWSDNS BEf#Y Y —2
HGERENK (4.3, CLUSTERPRO DFEEN. LA OREE T4 VA b= NV&REHTA P ZBRL T X W,
BB TARZ, 3y M =2 A—FEBIHIGT 2E=X Y Y —RIEF VT I RFERICHRL $7,
1. =Y —ZDEM

* AWSDNS VYV —2X

AWS CLI ZF#|H LT, DNS #0fl{#lZ1T> AWSDNS VY —XZBML £,
X TV 77 LY AH A F1 - TAWSDNS VY =283 2] ZBRLTIEE W,

GRL)!
L [ZA—=7VY—2—HITHEM%Z2VyZ7L%T,

2. [ N—TDV Y —RER | failover]] BHIAHH & %5,
[ZA VR JRTIN=TFY Y —=ZADXA T (AWSDNS 1) YV —R) ZERL T, [#HHI] KRy 7RI
IN—TVY—2% (awsdnsl) Z AN LE T, [N %227V v 27 LT,

3. MRAFRBIMR] BHARRENE T, MIBIEERT (AN 22 Y v 7 LT,

4. (EIHEHE] HESFRRENE T, KN 227V v 7 LET,
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5. [FEAH] BEARRINE T,
[HE] X TD[RA =V ID] Ry 7RI, FA MY —rOID ZHRELET (M 7.1 > 27 LA
DNS e X3 HA 75 2 & D [7] 5%H).
[VY—ZALa—Fty bRy 722, [F5L7WDNS £EFELET (K 7.1 ¥ 27 LA DNS
HilENC & 5 HA 75 2% @ [5] 253%%4). DNS #1& FQDN T, KEIZ K v b () 213 7HRTHE
LTLEEW,
[IP 7 FLR] Ry 7 212, DNS ZIZHIET 2 IP 7 FLRAZRELFT (K 7.1 > 27 LR DNS %
HilfEz & 2 HA 7 9 2% @ [4] D3E%H).
(] % 7Tl EEOY—"DIP 7 FLAZRFEH L. MOF— NIEFEEZITI LI LT
W,
BB, AETEETF—RDIP 7 FLAZYY—ALa—Fty MNZEDIERERHAL TWVWE720I
FROFIEE 2o TWETH, VIPREIP 2V Y —2La—Fty MNZEDZEEE. @] X7 T%
DIP7 FLRZELH L., FHHFREIFETT,
[TTL] Ry 7 22, ¥+ v ¥ 2 DETFEHB (TTL = Time To Live OIf) #FE L 3,
TTL O ZREL TLEE W,
BEEHERIZY Y - a—Fty VZ2HIBRT 2] F v 7Ry VAZHRELE T,
AWSDNS VY — ZDIEFEMURICHRZ MY = b)Y —2ba—Rey FRHIBRLEVEAE, Fxv
ZEALTLIEEN,
7B, HIFRLRWEE, BIFLZDNS AT 74 7Y Mo 7 7 RAINZAREEDH D 3,

I —TFDUY—ZEZE | failoverl

BHRO 2> KEREOQ > EQHMFO > 4

+#i@ node-1 node-2

KA R —=1D ABCDEFGHIIK123

UY=L -y " srv.hzl.local.

IP7 FL A" 10.0.110.10

T 300 i

EEMRCUY—ALO—Fey haEk M
93

ESE=

6. %/ —FDRTEI Vv 7L, J—FHREEITVET,
AN ET 3| 2 F v 7 LET,
P 7 RLAI Ry Z7 R, ZD/ —RITWET 24 Y RAXVADIP 7 FLAERFRELET (X 7.1 > 2
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7 LHERE DNS #1c & 5 HA 7 9 2 &% O [4] [6] D5E%H),.

BB, KETEEY—NDIP7FLAZRYY—RAL 32— Fty NZEDIBREIRALTWA DI
FEHOFEE o TOWETA, VIPREIP#) Y —XLa— Rty MIEDBEEE. AFIEIFE
T3,

—TF D\ —ZGEE | failoverl awsdns

BRO > KFEEQ > EHSFO > 4
HiE node-1 node-2
HERllCEET B ]

IP7ELR 10.0.110.10

I—TDY)—Z5EE | failoverl

5@ > fFEEO > ERNMFO > FH
i@ node-1 node-2
HAICEET S i

IP7 FL-A 10.0.120.10

1. [T 227V 7 LTREZK T LET,
. EBZHUY—ZDEN

AWS DNS By v — 2

AWS DNS V ¥V — ZGBHIRIC, HEINEME N E T,

AWSCLI a< > FZFIHLTY Y —RLa—Fty hOFELESR LI IP 7 K L 275 DNS & D 4HifER
WEoTHRLNDZDEMHELET,

A TV 77 L2244 Ry - TAWSDNS BV Y — 22 HfigT 2 2SR TLIIZZW,

. REDRRE V5 252 DiLE)

FENE TA R D= N&RREHA FI - 177 AR ZERT 212131 2ZRLTIEI W,

1. Cluster WebUI DFZEE— K 226, [(REDKM]) 227V vy 27 LET,
[REERKMLETD, | EWVWIRY 79 PRy b—INERINETOT, [OK]ZZ Vv 7 LET,
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Ty 7a—FRIZENTEe. KM LE L, DR v E—IDRREINETDT, [OK] 27
Vv ZLETD,
7w Fa— FIZRBLEGER. BRENBEA v —J1io TEHRERITo T XV,

2. Cluster WebUI @ Y — A N—D Fa v XY v X =2 —T [#EE— F] ZFIRL T, #1EE— FIcHIb
Bx1EI,

3. Cluster WebUIl D [RT — X ZA] XTI [ 7 AXFAM] 22V v 27 L, EREET Bl 220 v 7o
L%,

7.3. CLUSTERPRO D&E
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E8E

NLB ZFFH L7 HA ¥ 5 X2 DETE

ARETIX, Network Load Balancer (M., NLB) ##|H L7 HA 7 7 X 2 OREFIEZFTHL £ 35

H1 o Server Instance (Active) [ZFRFH%R Y — 3, Server Instance (Standby) ISR Y — DA R X ¥ AT,
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AWS Cloud

VPC

AvallabllltyZDneA AvallabllltyZOneB
@ Public subnet
(Subnet-1A)
Client \
"\.& H
NLB Domain Name
Private subnet B
(Subnet-2A)

prmanssans P —

Private subnet
(Subnet-2B)

P

Halancer =

A0
O>o ::g
@ Private subnet rivate subnet
(Subnet-3A) (I ubnet-3B8)
HEH i NN}
i serve] 1[2] Server [{""¢
E - | Instance | - N‘ Instance |4 =
(Active)““ Standby) L——

Application

8.1 P RFALMEINLB ZFHLZHA 752X

CIDR (VPC) 10.0.0.0/16
Public subnet (Subnet-1A)  10.0.20.0/24

Private subnet (Subnet-2A)  10.0.110.0/24
Private subnet (Subnet-2B)  10.0.120.0/24
Private subnet (Subnet-3A) 10.0.111.0/24
Private subnet (Subnet-3B) 10.0.121.0/24

90 £ 8ENLB ZFIHL7 HA VS X2 DERE



CLUSTERPRO X 5.3
Amazon Web Services R+ HA 75 X% #&EH 1 F (Windows), J1J—X 2

8.1 VPC RIZDHKRE

VPC Management Console, 3 X ¥, EC2 Management Console =T VPC OREEZITVWE T,

KB LUFHHAFDOIP 7 FLAE—HITH D, EERORERIX VPCIZEI DY THRTWS IP 7 R L RARZHEAE
ZTLZE W, BEFD VPC 12 CLUSTERPRO %iH 3 23581, FRLTWERH 7%y M EIBINT 272 2 EYNC
AR Z TN,

1. VPC B&UH Ty b ERET S
BN VPC BXUOH 73y P 2ERLET,
2. Network ACL/Security Group & E¥ 3

VPC WD DTRIER SRy V=207 7 A% <7912, Network ACL, X . Security Group % jEb]
WKRELE T,

Private * v b7 —2 (Subnet-3A. Subnet-3B) WICELEFED HA 7 5 AKX ) — RHADA VARV A5,
Cluster WebUI %24 > 2 & > Z[A+- D@5 b AIRE L 72 % K 5 B#E#EIT DWW T Network ACL % Security Group
DREZEHEL X,

CLUSTERPRO BHEH a V' R—F Y FBFEHTE2R— b EBZZOWTIE, TREX—F 7y 7HA F1 0 FEE
HIFR=EIE | - TCLUSTERPRO £ > & F — L) #BHL, HEL T X,

3. HA VS RAZADA VARV X% BINT 3
HA 75 2% /) —RHDA A& A% Private » v b7 —72 (Subnet-3A, Subnet-3B) IZ{EK L £ 3
IAM e—L% A Y AR ZZEID Y TTHEHT 2581 IAM B —L2iEE LT3 W,

= IAM DFEIWXDVWTIE, TR -7 v 7FHA Ry @ TEEHKIRZEIE) - TCLUSTERPRO £ > & b —
JVHIL - TAWS BRIRICBIT 2 IAM DFREICDOWT] 2L, FHEL T X0,

4. 2=ry bTIN—TZEMT B

HA ZSZAR ) = YHDA VARV A2 R—7y beFT2X—7 v b I A—T2IERLET,

REEE RE(E
ALRFTYIR—F 12345
e 305

IOR—TIHEL
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REER RIEfE

=7 bk
HA 75 2% ) — FHDA VARV R ZIRE

(K 8.1 27 L#RE NLB ZF|H L7 HA 27 5 &
2 D [1][2] H3E%H)

NVAF 2y 7 DR— FBESITIEBTHHLZWVERDO AR - M 2EEL £T, RUELLR— M HRSIRKRT
LB 70 —7KR—= VY —RDFERITHEL 2570, JIREZ TEBEET,

5. A= RNS Y —%EMT S

ERR L7 X =7y P N—T% & —4y b2 $5 NLB & [HNEla— PN % — ) TERLET,

REIEE RENE

O— KNS =417 Network Load Balancer

Ax—L 5B

2=y cTIN—=TF M4, =4y FIIWN—TF%#EBMT S TERLIZZ—F v NI L—TRIEE

fER#%12. NLB @ [Attributes] 2* & [Cross-zone load balancing] Z B L £ 3,
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82 1RV AMDKE

HA 7 S ZAZADEAL VAR RZa 74 Y LT TORELEmML 7,

1. CLUSTERPRO Ot —bE X RRENBSRZHE. 2y PO —IREDOHESR. 7717 U +—ILDOREEED.
H—NOEZI%ZER. NT7—t—E > e E R

BFIEIUATEZZRL T ZE W,
T2Z—=+7 v 734 Py O TSRTLAMRERET S - Ih—FY = 7THREORE 2L, REL
TLEE W,

2. CLUSTERPRO O > X b—JL

A VAP =AFIEE T4 YR = V&REHA FI ZBRLTLIEZS W,
CLUSTERPRO DA ¥ R b — ViR %2 B A BREICHAN L 3
(F— X DHEEICEI L Tl Remote Desktop. Amazon S3 #H7%2 EEETT,)

A VA —IL5ETH, OS OFE#FHEITo T EEW,
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8.3 CLUSTERPRO D&%7%FE

Cluster WebUL Ot v b 7w 7. BEO, HHHEEZ T4 VA M= L&RENA F1 O 1275 X XERIGHRZVEK
T3] EBRLTIEX Y,

ZITRUTDY Y =228 2 FIRZLAL £5,
HERE
- Witness N— b E— b
— NP @Y Y —Z (HTTP NP /1)
- AWS iR Y Y —&
- I9-TFT4RZVUY—R

- AWS AZEitHY Y —X

- LB/ ue—7 K- YV —-X
- LB Fu—7R—- M EHY V-2
HGERENK (4.3, CLUSTERPRO DFEEN. LA OREE T4 VA b= NV&REHTA P ZBRL T X W,
BB TARZ, 32y NI —=0 Z—FEBITHLRT 2E=X ) Y =34V 7L I RFARICHRL £3,
1. =Y —ZDEM
¢ LB u—7KR-1+Y V-2
NNAF 2y VHOR—= b 2HIT5 LB Fue—7R -1 VY —RZBMLET,
FEE TV 77 LY RATA R - LB 7R —=7KR—=b DY —R28ET 2] 2SR T,
(FIiE]
L. [ZA—=0y—x2x—HETEMZ7Vy 27 L%,

2. [N —TF D) Y —ZAEF | failoverl ] HIEHHMNHH & 3,
[ZBA 1Ry ZATIAN—FIYY—ADEA 7 (LB Fu—7RK—-1+VUY—R) &R T, [HH] Ry
TARZITN—=TYY =24 (Ibppl) ZE AN LET, [RN] 227V v 7 LET,

3. (B BEARRINE T,
MBIERTT [N Z22 Vv 27 LET,

4. [EIHEHE] B AT RENE T,
[N %Z27 Vv 2 LET,
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5. [FEM] MR RENE T,
[R—FBE] Ry ZRIT, "NRF 2y ZHDOR— N BEEZHRELET,

FIL—F oV —FEE | failoverl

i

‘i : :':ﬁ?:/t"rl/

g

6. [\ %7V 732k, [LB7u—7K— Y Y- T 4| BHEHIPFRINE T,
[NRAF 29 ZDEA LTI R Ry Z RIS, ANVRF 2w ZDRA LT OB ER (7)) 23 E
L¥ET,

[NNRF 2y ZDRA LT ] iE NLB ODALZRF =2 v ZORIRE D B HRETALENDD £7,
AETIEZ. NLB DAL ZRF =2 v ZORFEZ 30 M TRELTWVWAELED, [NVRAF 29w ZDRA LT Y
FE 31 B RICEREL $9,

LB O—JR— FUY—XFRITO) G«

NIVAF TV IDFA LT 31 )
wl o

— I

BEEE

oK Fv oL EA

7. 5ET1 %220y 7 LTREZKRT LET,
3. EZ&VY—ZDEN

e IB u—T7R—-FEHY Y —-X

LB Ju—7K— VY —BMKZ, BEINGEMX T E T,
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LB 7B —T7R—1F VY —ZAPEELTWVWSE /) — R LT, LB ’r—7KR— 1V Y —RIEERICES T
L7 0t 2 DIEEREITOE T,
HME Ty 7720284 Ry - TLB 77— R—V EHRYY —X2HET 2] 22BLTLEXWN,

. REDRRE T S5 X2 DS

. Cluster WebUIl OFKEE— K25, [RREDODKM] 227V v 7 LET,

REXTRMLUETD) ZWVIRYy T 7y TRy b—IDRRREINZDT, [OK] 227 Vv LET,

Ty 7a—=RZENTEE. [KMIZEIILE L, |DX vy —INRRRINETOT, [OK] 227V v~
L9,

7y 7= RIZRMLGER. BRSINDEA v —J 1o THRIEZITTo T ZE W,

. Cluster WebUL DY — L X—D RO v PR Y X =2 —T [#EE— ] BN LT, BEE— NI bEZ

i\j—o

. Cluster WebUL @ [R T — X R X T5 77 AXBEE] 22V vy 27 L, EEREEET BB 227V vy oL

ij—o
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4

FSTNSa—F1 Y

AREETIE, AWS BREGIC BT CLUSTERPRO DOFEEDS EF W VIR O REFRHIH & MLT I DWW T L
ij—o

€ AWS BE) YV —RBLUVERY Y —IEBICKKT B,

%3OS AEEEFETH S . AWSCLIAA YA b —AENTWSZ ¥, AWS CLI OFEMNIEL L 5ET
LTWBZ e 2R L TLIEE W,

CLUSTERPRO DA > Z b — VRHCEHREI 21T > TWEIFETH, ZDHKIZ AWS CLI DA > & b — ik
WY AT AREABORELBLRET 235513 0S OFEE 217> TL W,

& AWS {RAEEIP Y — 2 DEFICKK T 3.
Cluster WebUl O Xwt&—
)Y —2R awsvipl DEENCKBLELR, (51 : AWS CLI ARV FHAROMDFHATLT. )
EZ25N3FER
UTDOWThhrrEZLNET,
o AWS CLI 23R A ¥ & b —)b, F723 A5 5 TV,
LA iE
IR ZHEE L3,
e AWSCLIZA YA P—=LENTWVWE Z L ZHERLE T,

o AT ABRBEER PATH 12, aws.exe NDRADMEEZINTWB Z L 2iERL T,

Cluster WebUl D Xyt —

)Y —2X awsvipl OEFHICEKBMLELR, (50 : AWS CLI OV FIZEKMLELT )



CLUSTERPRO X 5.3
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EZZH5N3EA
UTFTowThenEZONET,
* AWS CLI &EMWRIKE (aws configure RKF1T),

o AWS CLI#&E (%SystemDrive%\Users\Administrator\.aws i KD 7 7 A /L) BEO»H
723 (aws configure % Administrator AV TFEIT L 7).

o AWSCLIREDANATLED (V—Yay, 778Z2F—1ID. ¥—2ZL v b F—ANED),

o JAM B—L2FHLZERDESE) 4 Y AX Y ZAAD IAM 1 — L RFKE,

IAM 0 — V2 #2358t D5E, Z8A VAR ALSLLUIAT7 72 AL, RELTWS
IAM 0 — VEDBEREINDDHER L TL XV, 1404 Not Found | 1272 - 72354813 IAM 1 —
ADBBREENTVWERA,

http://169.254.169.254/1atest/meta-data/iam/security-credentials/
e fEE L7 VPCID, %7zi%, ENIID 231k,
e V=Y aYDIYREAL Y IBRAYTFYALEEDDEIEL TV S,
e V=Ya YOIy KA Y M ETOBEHKDOME,
o /— FOEAMIC X 2B,
Pup Iy 3
DUF MR L %9
s AWS CLI OFZEZIELWAREIMEIEL., AWS CLI SIEHICEIEST 2 Z 2 iR L £,
o /- FOGEAMDEGEIX. AREEZIRDERNT IS0,

o (IAM u— 2R LEHDEE) AWS B a VY — L TRIEZHEEL T X W,

Cluster WebUl D Xyt —

)Y — X awsvipl OEBICEKBML FL o (50 : The vpc ID 'vpc-xxxxxxxx' does not.

—exist)
EZ5NBREE
fEE L7z VPCID 25385 T\ S 5, E3FE LR VAIREEREZE Z 6N £ T,
RLTTE

ELWVPCID ##8E L ¥,
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CLUSTERPRO X 5.3
Amazon Web Services R+ HA 75 X% #&EH 1 F (Windows), J1J—X 2

Cluster WebUl D X vt —

)Y —2 awsvipl DEEICKBERLF L. (50 : The networkInterface ID 'eni-xxxxxxxx'.
—.does not exist)

EZZ5N3EHE

F8E L/ ENIID 253 TW 3, B EELRWAREENEZ SR E T,
WA E

IELWENIID Z48E L £73,

Cluster WebUl D X vt —

)Y —2X awsvipl OFEEICEBLE L. (50 : You are not authorized to perform this.
—,operation.)

EZEZ5Nn3FEHA
IAM u — L@ ReplaceRoute HERIZDOWTHEITTE 30— b7 — 7L Z2HIR L TW 255, IAM
ARV > —D Resource IZHHE L7zL— b T—TIZEAD . FREPEND ZHREELN D D £5,

Pup Y3
AWS (RAFE TP V) Y — X3 — b 7 — 7 VB, fEE SNz VPCE RO IR TDOL— b7 =T

DIB, FBEINREIP 7 FLADZY b URBFET 20— b T — TN ODOWTEHFEITL
S

Z D7z 1AM KV > —® Resource IZ1&, %32 (EHMNR LR E)L— b T —TILFTXTIZD
WTEFRIZRE LT L 2 &0,

Cluster WebUl D Xy E—2
1)V —2R awsvipl DEEKEMLELT 9 1 FALTIRDEELFL )
EZZ5Nn3FEHA
UFoWwWIThr»EZONET,

e AWSCLI 2=y FhLb— FF—7UR NAT DHREI XL B F P — N YroHBTY —
JarvDIYRRALA VP EBETERWIRETH 2AHEENE Z 5N E T,

* /- FOREARC X 5 IEIE,
T E

DUNZHER L £9
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CLUSTERPRO X 5.3
Amazon Web Services [l HA 75 X% #EH- F (Windows), V1) —X 2

o NAT7 — bV 2 ANDNL—T 4 VIDRREFATHZI L,
o NIy MRTA4NRY VITTHELINTVRNI L,
e JL—bFFT—TN, NAT, 70 F P —N—DFFEEMRL T X,

o /- FORAMDEEIR. AMERZIDRNT IS0,

Cluster WebUl D Xyt —

)Y —2 awsvipl DEENCKBLELT. (53 : VIP ZRLZH VPC DY TRy FICELTULE
EXSD)

EZZ5N3RHA
f8E L7z VIP 7 K L 22 VPC CIDR #iFAN D 7= Y ¢ 3,
LT E

VIP 7 F L &2 VPC CIDR Ot 22 IP 7 FL A EfELE T,

@ AWS R IP U Y —RIFIERICEEEBIL TWBH. VIP 7 KL RICH$ 3 ping HSES ALY,

Cluster WebUl D Xyt —

EZZ2B6N3ER
AWS RAE TP VU ¥V — RIZEFE L 7= ENI O Source/Dest. Check 7Aoo TWE T,

LA E
AWS AR TP U ¥V — RIZEKE L 7= ENI @ Source/Dest. Check ZfEXNCREL 3,

@ AWS {RAE IP E5fR ) Y — XD B EICH B,
Cluster WebUl D X v t&—
BER awsvipwl IZREEBBLELE. (56 : VIP DIL—F o VY IPEEINE LT )

ZZ5N3EHA
=+ F—TNIZBNWT, AWSIREETIP VY —ZWZHIET B VIP 7 RLZADXR—F v DR AD
DOFEHTHID ENIID ICZEE XN TW3,

RLTTE

BEPBRAL-RETAWS [REEIP VY — 2 EEINICEHEE X, 2—% v F3IE LW ENIID
WCHEHENE T,
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CLUSTERPRO X 5.3
Amazon Web Services R+ HA 75 X% #&EH 1 F (Windows), J1J—X 2

A ENIID KEBHEXNZFRE LT, o HA 25 AKX TREL VIP 7 L AZER> THEALTY
WhERHERLED,

@ AWS Elastic IP )V — 2 DB KB T B,
Cluster WebUl D X v t—2
)Y —2R awseipl DERENKBLELT. (51 : AWS CLI AX Y RHBROMDFHATLT, )

EZ5NB3FERE
AWS CLI R A Y R k=)L, F7IFRADE - TWRWL,

Pop Uaps~
MUTZmal L £7

e AWSCLIZA YA P=LENTWVWE Z L 2R LET,

o AT LABREBEZAEPATH 12, aws.exe "D NRADEREZINTVWAE Z L 2R L5,

Cluster WebUl D Xy E£—2
1)V —2R awseipl DEENIKMLE LT (50 : AWS CLI OV Y RIZKBLEFLT )
EZZ5NBERE
UTOWThrryEZbNE T,
o AWS CLI EDARFZE (aws configure RFE1T)o

o AWS CLI #%E (%SystemDrive%\Users\Administrator\.aws BC FD 7 7 A L) BEON S
723 (aws configure % Administrator AV TFEIT L 7).

* AWSCLIREDANARRD (V—yary, 727ZXF—ID, ¥—27Lvy bX—ATFED),

o (IAM v — 2R LERO5HE) 4 Y AR Y ZAND IAM B — L REE,
IAM r— V2S5 2758t DG, B84 YRRV ADLLUTIAT 72 AL, RELTWVWS
IAM 0 — VEZDBFREI N2 MR L T L 72 & W, 404 Not Found 1272 - 7235813 JAM 0 —
VHRRE SN TVEE A,
http://169.254.169.254/1atest/meta-data/iam/security-credentials/

e {57 L 7= EIP Allocation ID. % 7zi%. ENIID 2 1E,
o V=Y aYDIVERRAVIRRAYFFURPBEDEDEELTWVWS,
e V= arDILy FRA Y METOREHDEE,

s /- NORAMIZ X 5 EIE,
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http://169.254.169.254/latest/meta-data/iam/security-credentials/

CLUSTERPRO X 5.3
Amazon Web Services [l HA 75 X% #EH- F (Windows), V1) —X 2

LA E
Tzt L £95
e AWS CLI OFEZIELVWHARIEIE L., AWS CLI BIEFICEEST 2 Z L 2R L 5,
o /- FORAMDEEIR. AREERZIRDERNT IS0,

o (IAM u— L 2HHL-EHOES) AWS BHla Y Y — L THERPTR L TL X W,

Cluster WebUl D X vt —

)Y —X awseipl DEEENCKML EFL. (50 : The allocation ID 'eipalloc-xxxxxxxx'.

—does not exist )
EZEZ5Nn3FERA
87 L 7z EIP Allocation ID 235> TW 2 2, FIFEE LR VATREEDLE Z 5N E T,
S E

1E L\ EIP Allocation ID #¥6E L £9,

Cluster WebUl D Xyt —

)Y —2R awseipl DEEEICKBLE L. (50 : The networkInterface ID 'eni-xxxxxxxx'.

—does not exist )
EZ5NBERE
fEE L7z ENIID 25385 T\ 35, F B3R LR WATREMESE Z b g 3,
AT E

IELWENIID ZHE L £735,

Cluster WebUl D X wE—2
)Y =2 awseipl DEENCKBMLELT, (53 : FATLTIMPRELF LT )
EZ5N3FEHR
MTFowghriEz o Ed,

¢ AWSCLI 2<% FAL—F 7 =70 NAT DFRE I AR TR X 4 —N—REDHHTY —
TarOLy FRA Y P EEETERVIRETH 2AMREENEZ5NE T,

o J—FOEAMI X 3BT,
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CLUSTERPRO X 5.3
Amazon Web Services R+ HA 75 X% #&EH 1 F (Windows), J1J—X 2

LA E
IR 2R L £,
o BAVARZYAIZPublicIP BED B THATWDS Z L ZHERL 9
o BAVARYATAWS CLI B IEFEICHENEST 2 2 L 2EGREL 5,

o JL—FF =T, NAT, 7aF P —N—DFEZMHERL T X\,

J— ROEARDOGEIX, BRERZID ROV TLZE W,

@ AWS Elastic IP 55411 YV — DR EICH B,
Cluster WebUl D X wE—2
Bt awseipwl IEREZBRHLELR. (52 : EIP PRLANEFELFEFEA. )
EZ5NBFERE
8 L7 ENIID t Elastic IP OB 13 23] & 2 DB TR E T 5,
LA E

BHE Z WA U 72 T AWS Elastic IP V Y — X0 HEIRNICHEZ Zh, $5E L7z ENIID & Elastic
IP ORI I 2T hIE T,

Elastic IP & OBEEMIIAZEE I NAFER E LT, o HA 7 5 X X T[F U EIP Allocation ID %
BMoTHEHALTOWRWLREZHERELE T,

O AWS EAVHUIP VY —RDEBICKKT 3,
Cluster WebUl D X v t—2
)Y —2R awssipl DEENICKBLEL ., (50 : AWS CLI AX Y RHAROMDEFRATL . )

EZZ5N3ER
AWS CLI 28K A Y A b =)l E7213 8205 2 TWRW,

LA iE
IRz L3,

e AWSCLIZA YA P=LENTWVWE I L ZHERLET,

o I RT LAIRIBEZEPATH 12, aws.exe "D RSADREZINTVWAE Z L ZEREL 75,

Cluster WebUl D Xyt —
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CLUSTERPRO X 5.3
Amazon Web Services [l HA 75 X% #EH- F (Windows), V1) —X 2

1JY—2 awssipl OEENEKBLELR, (54 : DHCP ORESRUIBICKBMLELT. )
EZZ5Nn3FEHA
Iy MT—=OTRTRDTFTAR=1IP 7 FLRZEINIEHE L TVRWL,
xHLAE

F9 b T—T TR TEDTFTAR—FIP 7 FLAZEHINCHEREL T XV,

Cluster WebUl D X vt —

)Y —2X awssipl DOEENICKBLELI. (55 : AWS AlOoEHIAY IP ZFRLZADEIDHTIC
KL FE L7, (Address does not fall within the subnet's address range))

ZX5N3EHA
WELEHYZY)IP 7 FLADBARIE,
WA E

FLWEHYEVIP 7 FLRARIEELE T,

Cluster WebUl d X vt —

)Y —2X awssipl DEEHICKBLELT. (68 : TF3AIVTSA4R—F IP 7 RLXOEWEIC
LB LF LS. (The AWS CLI command failed.) )

EZZ25N3ERA
TFTowThenEZIONET,
* AWS CLI &EMWRIKE (aws configure RKF1T),

e AWS CLI &E (%SystemDrive%\Users\Administrator\.awsfL FD 7 7 A L) BNEON” S
723 (aws configure % Administrator A TFEIT L 7).

o AWSCLIREDASTAERD (V—Yary, 727€ZAF—1ID, ¥—2L v FF—ANED),

o (JAM v — 2 L7ZEHDEE) 4 Y AZ Y ZAD IAM 8 — L RETE,

IAM 2 — L2 fHT 258 DEE. YA VRRYADLYURATZE2A L, JZELTVS
IAM 2 — VEDBRREINBDHERL TL X W, 1404 Not Found) 272 - 7235813 IAM 12—
ADEEZINTVERA,

http://169.254.169.254/1atest/meta-data/iam/security-credentials/
* f8E L7z ENIID 25 IE,

e VY a DIV REA Y IBRAYTFF Y RAREEDEDEIEL TV,
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http://169.254.169.254/latest/meta-data/iam/security-credentials/

CLUSTERPRO X 5.3
Amazon Web Services R+ HA 75 X% #&EH 1 F (Windows), J1J—X 2

e V—=Ya YOIy KA Y METOBEEEDME,
s /- FORAMIC X 3RIL,
A E
DTRZzMELUES,
s AWSCLI OFEZIELWAREIMEIEL., AWS CLI SIEHICEEST 2 Z 2 R L £ 3,
o /- FOGEAMDGEIR. AMREEZIRDERNTIEZI W,

o (IAMu— %2R LEHDELE) AWS B a VY — L TRIEZHEEL T E W\,

Cluster WebUl D X vt —

)Y —2X awssipl DFEENCKBMLEL. (68 : F5AIVTSAR—bF IP ZFL XDEEFIC
LML ZEL7o (The networkInterface ID 'eni-xxxxxxxx' does not exist) )

EX5N3REA
fEE L7 ENIID 3o T\ a2, ERBEFEELARVWARESEZ 6N T T,
RS E

IELWENIID Z48E L £73,

@ AWS EAHVA ) IPERHYY —IBBREICH S,
Cluster WebUl D X vt —

BE awssipwl IXEEZBRHELEL. (58 : 0S fHldEAHUA) IP 7 KL XDFRESRMNIEICEKK
L¥L7%s )

ZZ6N3EE
IBELEEDZYIP 7 RLAMIS2OMETHIREATWS,
LA E

BEEPRAILZRETAWS € XY IP VY — AP HBINICHES XN, IEELEEh XY
IP7 FLAEMEGLET,

ARV IP 7 FLADHIBREINZERE LT, £h XY IP 7 FLARMTHEHL THRVD
R ZMERL XTI,

€ AWS DNS UY —XDEHICKKT 3.

Cluster WebUl D Xyt —
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CLUSTERPRO X 5.3
Amazon Web Services [l HA 75 X% #EH- F (Windows), V1) —X 2

1)y —2 awsdnsl OEBICKBLELT. (52 : AWS CLI OV Y RARODMDEFEHATLT . )

ZZ5N3RHA
AWS CLI B3R A ¥ A b =)k, 723825 2 TWRL,

wLAE
MIREERELET,
e AWSCLIDA YA P—NEINTVWBRZZ2HERLET,

o JRT ABREIZERIPATH 12, aws.exe NDRAMREZINTWB Z L 2R LE T,

Cluster WebUl d Xyt —2
)Y —2R awsdnsl DEENCKBLFLT. (50 : AWS CLI AV FRICKBLELT )
EZZoNBFEE
UTowThdrr3EZonEd,
o AWS CLI F&ENARFE (aws configure RET),

o AWS CLI #&E (%SystemDrive%\Users\Administrator\.awsEL FD 7 7 £ L) BEOM S
723 (aws configure % Administrator A CFEFT L 72).

* AWS CLIREDANAFRD (V=Y ary, 77LAX—ID, ¥—2ZL vy bF—ATIEED),

o (IAM B—LZFHALZEHADEE) 4 Y AKXV AAD IAM B —VARKE,

IAM 0 — V23 2 55 DEE. M4 VAR VADLUTIAT 72X L, HRELTWS
IAM B — VEZENRRENZDHEZRE L TL 72XV, 1404 Not Found 1272 - 7235513 1AM 1 —
AMFESINTVER A,

http://169.254.169.254/1atest/meta-data/iam/security-credentials/
e JHELZVY—ZLa—Fty MDA,
e V=YarOIYFRA Y IPR YT FYRREEDLDFIEL TS,
o V—=Yaroxy FKRA Y ETOMBEHOME,
o J— FOEAMIC X 2B,
* Route 53127 7R TERWIREES L < iZ Route 53 23HE LR WIREE,

e Route 53 DYFLHRRA MY — VR Y T3 VPCIZ, HA £ Y A &X V ADFRET 5 VPC ZB/1
LWz,

o HA A YRRV AHFET %5 VPC T DNS HAHifERZ BN L TV,

e [UY—ZRLa—Fty M DPRXFETHEEIN TV,
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http://169.254.169.254/latest/meta-data/iam/security-credentials/

CLUSTERPRO X 5.3
Amazon Web Services R+ HA 75 X% #&EH 1 F (Windows), J1J—X 2

o FUXYIT—TDA R —Fy hTBRFANN— gy 4(TCP/IPv4) D77 4 1BV
TS DNS ¥ — NDRREN I,

o Foa~<wy Rz /=K (A YAREVR) LOWWRPSFETEITLTLILE W,

> aws route53 list-resource-record-sets --hosted-zone-id <HX kY —> ID>

Could not connect to the endpoint URL] =7 —2FERENZHE, U TFOWTIHLHEZ S
Nnxg,

-VPCZY FARA Y M EFHLTWAEE, VPC Y KR4 >~ M& Route 53 D¥— b RIZI1E
KXED=dD, VPC Y FRA VY b EFEHLTVWA5E1E AWSDNS VY — R /EEfHY vV — 2
BHRHATEEE A,

-VPC =¥ FARA ¥ b Z2HEALTWARWESS, AWS EOREDHENEZ 6N ET,

LT &
DUNZ B L £5,
* AWS CLI OFEZIELWHARIEEL, AWS CLIZSEFICEET 2 Z L 2R L 3
« /- FORARMOGER. AMERZEIDROTZE 0,

e Route 53 A I Ay baryy—nd MNYZERA P =2 iI22oWT, MEEAT S/ VPCY
ICREET: VPC DSBIMENT WD 2 ZHEERL TL 2 &0,

e VPCIAXI XY Payy—iZBWT, fHLTWS VPC O 7187 4T [DNS f#R) 23
B oT0D Z e ZREERL T2 X W, ERIIC TDNS figik) 23 L Tun 2358103,
A YRR A AWSDNS VY —Z2TEMLAELVa— Rty NEGRIRRTE 2 & 5I125EY]
BV NANEREL TSN,

e [VY—RLa—Fty MBIFTHREL TSV,
o MBI DNS H—NOREZELVARIBEL T,

e VPCZYRFERAVFEHHLTWBIEA. NAT ¥ — b ¥ = £, Proxy H—"DOWFRH DS
HBIEET 22 LTLEEWV, VPC Y FRA YV FRFEHLTOWRWES. AWS A
FERRL TL 2 &,

(IAM B — V2R L7 EHOSE) AWS B a VY — L TlREZMRL T ZE W,

Cluster WebUl D X vt —

1)y —2X awsdnsl DFEEEICKBKLELT=. (50 : No hosted zone found with ID: %1)
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CLUSTERPRO X 5.3
Amazon Web Services [l HA 75 X% #EH- F (Windows), V1) —X 2

EZS5N3FERA
FEELZZARR MY =2 ID D5iho TWadh, EREBHFELBZWATREEAEZ 6N E T,
RLTTE

FLOWKRZA MY = ID Z2HEELE T,

Cluster WebUl D X vy —
)Y —2R awsdnsl DEFHICKBLELT. (51 : FALTVMPRELF LT )
ZZ5N3RE
MFRowFhrnEzoh T,

e AWSCLI 2=y Fhl— 7T —7 L2 NAT OREI AR IO F Y —AN—REOEBTY —
JarvDIY RERA Y MEEETELRWIRETH Z2R[REMELE Z ONE T,

o/ — FOREAMIZ X 2B,

* Route 53 =¥ FRA ~ MMUIlDOLHGEIE,

o AWS CLI WEBTEITENZ A Y ARV ARXRT =R IIHNT %7 27 & AN,
Pup Y3

DR ZHERL £7,

e NAT X — bV A NDNV—T 4 YITDBREFATHSZ L,

o RFVIRTA4NRY VITHEINTVRVI L,

e JL—bFFT—TN, NAT, 70F >V —N—DFEEMRL T X,

o AWS BRBRICBWTER GE) @ [ 4 479 +] 25 AWS CLI EZ7 I 0 B2 EEM FoE%
FELTWVWBE I, AWSDNS Y Y — 213 RD AWS CLI Z2FEITLTWET, FENCT
AWS CLI 2547, RERFFEZFHIL T ZX W,

> aws route53 list-resource-record-sets

o (IAM u— L2 {#if L7 HD5E) CLUSTERPRO O AWSDNS VY — 2B X EEHRY Y —
2P AWS CLI # EITT BB, 4 VARV ARARF—Z 57 7k RXF— 1D 2 ¥ OFRIFE

WEAISLE T,
A VARV ARRT = RIINT 27 7 ZIBIED 0D, FEHTU RO a~ > FE2EFICH
TR 2R LT E W,

ELONVEDTHRBEND 25HET 7 ADBENFEEL TVE T,
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CLUSTERPRO X 5.3
Amazon Web Services R+ HA 75 X% #&EH 1 F (Windows), J1J—X 2

BIED D 2503, aws configure A< Y RIZk D, 7 F7RX /) —RFIZ77EAX—1D B X
U= VLy b7 27RF—DFELBIML, IAM =Y THEITEINEXDICTBHZ LT,
RA LT Y DOREMRNBAT ZAREMENDH D £5,

BT TAR ) — K55 hitp://169.254.169.254/latest/meta-data/ 1277 v HF £z curl a~ >
RRETT 7R,

ST IAR I = FOWTIPIZBWT aws configure list % 51T,

@ AWSDNS UY —RIFEFEICEBHLTVWEN. 517V M SRFEBRTES & SICH B T TICERBHH

B,

Cluster WebUl D X vt —

EZZ5Nn3FEHA

UFOWIThr»EZONET,

Route 53 OHA£IZ & D Route 53 DREDMERY — TR T KM E N5 £ TIZHAK 60 B
PO ET, UFZZRLTIZZ W,

https://aws.amazon.com/jp/route53/faqs/

Amazon Route 53 @ X £ & % H R

Q:Amazon Route 53 T DNS FREDEENEMRITHA XN B 121E. ED L 5V OIRFEDIHH
DEIh,

OS DV Y iz & D K D o T 5,

Tz ANF—N—FHZ AWSDNS VY =2 &2 Y=L a— Kty bOHIERE /ERRICE
MhsHA > TV 3,

BEEERICY Y —RALa—Fty FZ2EIRT 2] 3F 2 v 70 ON DA, 7 = A LF—N—
JLT AWS DNS V ¥V — ZJEEMERICY Y — 2L a—Ft vy F2HIRE. 724 LF—n—5
TAWSDNS U Y —ZIEMERICY Y — 2L a— Rty M EERE & 270, KRifERATHC
725 FTORMDPEL 25 REMDH D $3,

Fx v 775 OFF OA, JEEHRICH VY —2va— Rty FaHIBRIAZL D, %4
V—ALa—FKty bOIP 7 FLABEHF DAL KR L72D, HARIERATREC R 3 F TOR A
MRS N D AHEMED D D £,

Fx v 7% OFF IZ L7=35A1%. lHE D AWS DNS V) ¥V — ZIEEHERS 7 5 2 ZEIHKRICH Y
V—ZLa— Kty MIHREIATIED £TDT, THELIFEI WV, AWSDNS Vv —23E
EHERR 7 7 A EIER T ARSI E T,

AWS DNS UV Y —Z® [TTL] DIED K Z W,

AWS DNS Eifil U v — 2 0 [BatiBIAARE 5 K] OfE /NS0,
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http://169.254.169.254/latest/meta-data/
https://aws.amazon.com/jp/route53/faqs/

CLUSTERPRO X 5.3
Amazon Web Services [l HA 75 X% #EH- F (Windows), V1) —X 2

RLTTE

% L Route 53 OEHENAKMSE T 5 2 Al HATERERATLE 5 £ DNS 20 51%
NXDOMAIN (F7E LW B X £ 2) 2SR D £ 555, 2OBEEAFT 4 TF v v 2 0H%
HHRE (1. Windows D BEEME X 900 #) 2588 5 2 £ Tl ARITMIICEKKRL £5,

ZD7, [FBAELRH] 2N S WEICRE L TS &, AETRRATAEIC 2 % TICRIE
MEET IR R ZA[REMELN DD 5,

IR 28 L £9,

L]

OS MOV YN ANDEGE" RIE L TL EE W,
AWS DNS VYV — 2@ [FEEHERICY V=X La— Rty b ZHIFRT 5] %2 OFF I L ¥ 55,
AWS DNS V YV —2® [TTL] D% /NS WEIZREL £ 7,

AWS DNS B ) Y — 20 [EefAtafs b M OEZFFATE 2 RERMEIEEL F3,

€ AWS DNS EStRU Y — 2R REICH B,

Cluster WebUl O X v t—2

BEW awsdnswl IFREZHBBLEL. (52 : Amazon Route 53 ICUY—XLd—KRtw +HTE
TELEHA. )

EZz5Nn3FEHA

MTFowshrrnEzbohEd,

L]

L]

RLTTE

KA —ZBWT, AWSDNS VY —RIZHind 2V Y—X La— Kty FBRALD
OHHTHIFRENA TV

AWS DNS VU YV — 2 DiEMER. Route 53 1I281F % DNS iREDEEA MM XN S H{IZ, AWS
DNS BEEtR ) Y — AR E RT3 L ZRIERS TE R W DRI LT, TR&x—}
Ty THARY - TFEHIFREIE) - TAWSDNS BEfH Y Y —ZDREICOWT] 28R L TKL
?téll\o

IAM RV ¥ — O route53:ChangeResourceRecordSets, route53:ListResourceRecordSets 23R 7%
EO

Route 53 DYFEARRA b = VW RE TS VPCIZ, HA £ Y A Z Y AHFIE T 5 VPC ZiE/
LTWiRw,

[VY—AVLa—Fty PMAJIRELZ DNS ZLOREIZ K v b () PGSR T0iRn,

IR 28 L £9,
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CLUSTERPRO X 5.3
Amazon Web Services R+ HA 75 X% #&EH 1 F (Windows), J1J—X 2

e UY—ZLa—Fty PHHIBREALERE LT, flBO HA 7 7 AXTRILY Y —ALa—F
ty FRBRoTHALTVWARVWI .

e AWS DNS Eifd V v — 2 o [BtiFAAA1E 5 ] 2% Route 53 12351) % DNS GRE D 22 B 53 it
SNSRI D RIRESINTVWDE Ik,

* TAM KV > —IZ route53:ChangeResourceRecordSets, route53:ListResourceRecordSets 235 7E
IhTwsZ e,

e Route 532Xy baryy—nm NYERA MY —r ) 1I22o0WT, TEEMT 577 VPCY
WICHER VPC ABIMEATNBE I L,

o [VY—RLa—Fky b ITHEEL DNS &2 FQDN T, REIZFy b () 2T 7=ER
TREINTWVWBEZ &,

Cluster WebUl D X vt —

BLHR awsdnswl IZREZBREBLEL]. (53 : BELIFERAES IP 7 RL XA Amazon Route.,
453 QUY=L dA—FREy MIBHRINTWLET, )

ZEZ5N3ER

ARA RV =BV T, AWSDNS VY —2IZxET2 VY —2 La—FEy FDIP 7 FLAD
RAGHOEETEEXIRTWS,

RLTTE

Yy —2La—Fty "HIEEINRLZFERE LT, O HA 25 AXTRICYY —ALa— Kty
PR THALTOWRWhREEHERL T,

Cluster WebUl D X vt —

B5tR awsdnswl IZBEEBRHBLELE. (54 : BEBERESRICKEBLEL )

EZZ25N3ER
VY —ZALa—Fty b UTHRR M —VICEERL 72 DNS % T O HIfRIRERD 72 A & 0 OB
BRI L 72,

LA E
IR %R L 3,

o UYNANRDREIHY BN &,

* v PY—TDREICRD BN L,
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CLUSTERPRO X 5.3
Amazon Web Services [l HA 75 X% #EH- F (Windows), V1) —X 2

e Public RA MY —UBRFHLTWREEE, LIZAFITDEF—LF—NNS) La— FOHKE
T. RX A ADZ Y H Amazon Route 53 +— AP —NESHETZ X5 1CHhoTWB I L,

Cluster WebUl D Xyt —
BEtE awsdnswl IZBREERBLEL. (55 : LARIRERIPRECRAS IP PRLRXTY, )
ZZ5N3EHA

VY —ZAba—FEty b UTHKR MY =R L7 DNS % COHRIFIER TR 5 IP
7 RLADIEL L W,

WA E
DITEHRLET,
o UYNANRDREIIHEY NI &,

e hosts 7 7 A LHIZ DNS BT A2 FUDBFELRWVWZ &,

@ AWS DNS E5t7) Y — AP ELE FHIXBEICH 3,

Cluster WebUl O X vt —

(B
BEfR awsdnswl IZBEEDRETT., (151 : FALTIRDEELEL . )
[REH]
B awsdnswl IIEBEZRHELEL. (51 : FATLTUVMDPRELFL. )
EZZ5NB3FERE
TRoWThhrr3EZ o ET,
e AWSCLIa=Y FPL— b7 —7 N NAT ODREI AR T F Y —N—HYOHHETY —
PavOIY RRAL Y PEBETERVRETH ZAREENEZ SN E T,
o /— FOEAFIC X 5B,
* Route 53 =¥ FARA > MO MLFFELE,
e AWSCLI NI CHETINZA YRR VAR R T = RT3 7 72 ADRIE,
LT E

TR ztER L5,

e NAT X =+ T2 ANDNL—T 4 VIMREBATHD L,
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o RNV BT A4NRY I ITTHEINTVWRNWI L,
o JL—bFF—TN, NAT, FOaF > H—N—DFELHRLTLEE W,

o AWS BRERICBWTHER Gh) o [2 4 477 M 2% AWS CLI ETICHE R R EofEi% 3%
ELTWSZE, AWSDNS BEfRY YV — LI TD AWS CLI 27 L T0WE 3, FENCT
AWS CLI 25T L, HERZFREZFHIL T X0,

> aws route53 list-resource-record-sets

o (JAM v — L2 L7 ERHDEE) CLUSTERPRO @ AWSDNS VY — 2B X UEHRY vV —
253 AWS CLI ZFEfTF 2BRIC, 4 YRRV RARXR T =Z 067 72 A% — 1D 72 ¥ ORGEE
WIS L E9,

A YRRV AART = RIINT 57 7 RTRBEDR 2N H, FEITUTNOa~ > F2ETICH
ERRE 2R L TSV,

CELDPVEDOTHRBIEDD GEET 7 ADBIENPREL TVET,

BIED D 2503, aws configure A~V FIZk D, £/ FRKX /) — R 77 X¥F—1ID B&
P —=2VLy b7 7 AF—DOFREXBML, IAM 2—¥TETEINBEX5I1CT5 Z T,
XA LT D+ DFRAMERIRD T 2 A[REMEDH D £7,

BV I ALK ) — KH 5 http://169.254.169.254/latest/meta-data/ 1277 UHF £ 721 curl a~ >
Rz T7 71X,

- FAR ) = FOWTIHIZEWT aws configure list % E1T,

€ LB 7O-JR—-FIVY—-IHNREICH B,
Cluster WebUl X wE—2
(R
Port <R—bFFES> is already used.
EZZ5Nn3FEHA
A= bR HRAZT TV 5,
XA E

BELER— 2D 7ot 212X o THEHEIATOWRWHIER L TLZX W,

QLB JO—JR—FEZRVY—INREICHE B,
Cluster WebUl D X vt —

[REK]
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Port <R—+&ES> is closed.
EZZ5Nn3FEHA

A= bR HAZTNA TN 3,
Pup Y3

FEE LR — PO T B 2T X o T IR TWRLRREEL T2 E W,

O LB JO—-JHR—FEZQVY—INESEFLRERICES,
Cluster WebUl D X vE—2
[REH
Timeout of waiting port <AR— +&ES> occurred.
EZ5NBERE
ANNVRF 2y VDRA LT PARBE = NG VI —NHDANNVAF = v 7 2RIETERD» o7,
XA E
UM ZHERR L £95
o Iy MU DBOEITRD ARk

e B— KNI U —DOFRFICHED DNk

@ AWS AZ BEfH) Y — AW EE FIZEEICH B,

Cluster WebUl D Xyt —

[(EEhY]

BEfR awsazwl IZEBEDRETY, (105 : AWS CLI IRV RICKBLEFLT. )
[REH

BEfR awsazwl BEEZBRHELELT. (5 : AWS CLI OV RICKBLELT. )
EZZ5NBFEE

UTFowThenEZONET,
* AWS CLI &EMWRIKE (aws configure RKF1T),

o AWS CLI#&E (%SystemDrive%\Users\Administrator\.aws i KD 7 7 4 /L) BEO»H
723 (aws configure % Administrator A CTHEIT L 7).
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* AWS CLIREDANAAFRD (V- ar, 77AF—ID, ¥—Z7L vy bX—AH#RD),

o (IAM o — 2 LERDEE) 4 Y AZ Y ZAAND IAM B — LR
IAM n— V23 2758t D58, B84 YRRV ADLLUTIAT 72 AL, RELTWVWS
IAM B — VAR RRE NS DHER L T L 722 W, 404 Not Found) 1272 5 7235513 IAM 1 —
UHFRESINTVEE A,
http://169.254.169.254/1atest/meta-data/iam/security-credentials/

s FBELE 7RATEY T 4 =V —=VDPRIE,
e V—YaYDIYFRAVIRRAYTFYRAREEDDEILELTWV3,
e V—=Ya YOIy KRS Y ETOBEEDME,
o/ — FOREARIT X 22,
Pup Iy 3
IV N A D
s AWS CLI OFEZIELWAREIMEIEL., AWS CLI BSIEFICEEST 2 Z v 2R L £ 3,
o /- FOGEAMDEGEIR. AFREERZIRDRNTIZS W,

o FHBICEENFRREINZGEE. THEEMEEZEIT LAV (BEERRLEV) AEET S Z
CERHRLET, COBATYH, BHY Y — X0 5FETT 3 AWS CLI O EFT RSB R IE
PIAND LS — 1 3MAREET T,

o (IAM v —nZ2HL7EADSE) AWS BH a VY — L THRIEZMR L TLZE W,

Cluster WebUl D X vt —

[(EEH
BE R awsazwl 13 B & ® K 8 T 9 . (105 : Invalid availability zone:.
< [ap-northeast-1x] )
[RER]
B R awsazwl 13 B B Z# ® H L £ L = o (5 : Invalid availability zone:.
- [ap-northeast-1x])
EZ5NBREE
BELETRAZEV T4 =Y =VHPRoTWED, ERIEFELRVAEENEZEZ ONET,
X4 T &

ELWTIRA ST 14—V =V 2EELET,
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Cluster WebUl O X vt —

[ &)
BEfR awsazwl IZEHZDKETT., (106 : FALT IR ELFLT )
[REH]
B awsazwl IIREZBRHELELT (6 : RALT7IMRELELT )
EZ5Nn3FEHR
TRoWwThhr3EZoNET,
e AWSCLIa~w Y F2L— b7 =7 AR NAT OFEI AR T F P —N"—R Y OMETY —
JarvDIY REA Y PEBETERVIKETH ZAREMELEZ ONE T,
s/ — FORAMIC & 2EIL,
LT E

IR ZRER L 5,
e NAT 7 — b Uz ANDIL—T 4 VIPREFATHD L,
o NT Y IMIANRY)UITHEEINTWERWI Y,
e L—1F+FT—T, NAT, 70F>H—N—DFEEFMRL T IZE W,

o AWS BEEICHBWTER @) o [2 4 477 1] A% AWS CLI EITICHE RN FofE% 3%
TBLTWEZE, AWSAZ BEMRY Y — 23 TFD AWS CLI 27 L TWE 3, FENCT
AWS CLI #5247, RERRFEZFHIL T ZX W0,

L> aws ec2 describe-availability-zones

o /- FOEAMDEEIR. AMERZIDRNT IS0,
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10.1 VPC T CLUSTERPRO Zz#IR 3 31&8 D ESFEHE

VPC BT CLUSTERPRO ZHMH$ 2B%iC, UTFD XS BRIEEHELID D £7,
18—y bELIBERZS VPCHE5DT7 IR

AWS flloHRICE D, 4 VR =%y FEIEERL 2 VPC LD 5472 b6, AWSRAEEIP VY — T
NELVIP 7 RLRZIBEL T 7L AT EZLETERVWI L 2R LTVWES, A v&—3%v b
DIZIATY T 7EAT5EA1E. AWS ElasticIP VY —Z TG L EIP 7 RLAZRIEELTT
JEALTLEEN, 8725 VPC LOZ 747V v 67 72 RT3551E. AWSDNS VY -2k -
T Amazon Route 53 IZEF L7z DNS % Z248E LT, VPC Y7V ¥ FHEHIEHTY 7 A LT ZE W,

F72. LF®D CLUSTERPRO 7 4 ¥ %707 {BEIZL TLZENW,
https://jpn.nec.com/clusterpro/blog/20190610.html

£43% VPCH50D VPC E7 Y JHE#HEREATOT7 V1R

AWS AP VY —RIE, VPC YTV V7 HEREZREHLTOT 7 e APRELRGAETIENHAST 2 Z 2T
EFHA, ZHUE, VIPELTHHATSIP 7 KL RAD VPC OHFANTH 2 Z L ZHHHEL LTEBH, 20
EOKIP7 RLRIZVPC ¥7 ) ¥ JER TN AREINZ/20TT, VPC YTV ¥ IR EFEHL
TOD7 72 A EE1E,. Amazon Route 53 ZF|H T2 AWSDNS VY — 2 ZfFH L TL 2 &,

VPC IV RRA1 Y +OERA

VPC =Y RRAVIEFHTZZIET, 7794R— A2y b —FTH NATR /R F I H—NEHET S
Z 272 < AWS CLIZ & % Amazon EC2 O¥ — B R HlfHIAFHET S, ZD7® IVIPHlfc X2 HA 7 5
AR | REBIZBWT NAT O DI VPC =¥ RRA ¥ v E2EHAT2 2 23[R & b £9, KB, VPC
TV RRA Y MEERRRICH — 240 "ec2" TRDLLBDERIRT ZDERH D T3,
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F72. VPCZY RRA VM EFEHATAHETDH, A VARV ADF Y FA4 VT v T TF—FREI 2— LK
= RDEDHDA VR —Fv VTR, B, VPC Y FRA Y FINEL THRWL AWS D7 5
U R - RN TBE 77 ERETIGEEE. JENAT 75— b = A R BB D 3,

CLUSTERPRO TiZ VPC =Y FBA ¥ F RIS ET B 2L I3 TEEHA,
AWS CLI BHEICTH#EIR L7 VPC =Y FEA Y M2 FHL XD,

TIN—=FVY—ZXBLTEZS) Y —ZDEEEHIR

PDFO==a7 V2B LTSN,
o IZX—=1+7 w74 ¥y - NEERIREIE) - TAWS Elastic IP UV ¥ — ZDEEICDWT
o 22—V 7 v 7H4 Ry - NEEHIREIE) - TAWS FAEIP VY — ZDOFREICDOWT
o 22—+ 7 v 7H4 R - NERHIREIE) - TAWS £ XY IP Y Y — ZDRIEITDOWT
o TRZ—V 7w THA R - TEERIREIE] - TAWSDNS VY — ZDOFREIZDOWT

o 2R—=b7 v 74 Ry - TEERIRFIE) - TAWS DNS il V) ¥V — 2D EIT DOV T

I53—T 1 RV D

Multi-AZ T HA 27 5 AR 2HRET 2 L. 4 VARV ABOFEEDEEN 2 Z 212 & 3 TCP/IP OIHEEIE
DFREL., 37—V VT IHEBEZTLAREEDLH D 7,

Fh. IAFTF U MDD, MO AT LAOMEHRNA I F7—V Y FOMRICHEL 5T, FiloM
25 727 FEREETIE, PHEREES R LIRS GE2 27 FERED) ICHRTI 7 —F 1 227 0%
REDEDKRELRB (T 7—T 4 A7 DHREDHRIKZ L 2 2) EHEICHD 3,
FEZAAERZENT L2 ATLADEHEIIE, RO 72 —XZBVT, ZORZ THELILS WV,

DSXAEANDBED0OS vy RETY

AWS BTl EC2 Management Console ®° CLI R ¥k 227 FRAZNADPLED OS DY v v bRT Y (L ¥
AR ADIEIL) BATRET T

TIARNDPED OS T x v R UNFETEINB ., 77 AREILNIE R HYNATZ RWIGEDH D
S

COHERZEET 57912, clpstdnenf Zf#H LT 72& W, clpstdnenf 2 < > FOFEMIICOWTIE Ty
77 VLY AHA FJ - ICLUSTERPRO 2> FU 77 LY R - 75 AXNADEDEEITES OS &% v
&Y CREDQENERRE T B (clpstdnenf <> F)) 2B LTLEEW,

7272 L. AWS EREETlX EC2 Management Console, AWS CLI 2 ¥225 OS & v v s X v ¥ E{T o 12354,
OS vy b XY VIR ZET 28 AWS [l 5 4 2R ¥ 22 HHlNFIET 2 2 hdH D 3,
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A Y AR Y 2 BHlNAR IS 2 FTORIE AWS TIRIERFTH D, EHTEIHA,

AWS TV RKRA > MELEDFE

AWS DNS EEfl) v — ik, VY=L a— Kty b ORFIEHRD =9I AWS CLI ZFH L TV E T,
ZD7D AWS TV RRA Y DXV TF Y AREEB XUy MV — 7 REOEESEIEDOFEIC X S

7 2 A NG = NEFREIERWZDIZIE, AWS DNS BtV Y — 2D [AWS CLI 2= >~ RIGEEFRIREE)
TE] OFEE. THEHEEEZEIT LRV (BEEZRRT 5) ) TEHEEEZEIT LRV (BEEZRRLERV) | O
WL LTLEE W,

BEWCELDPFREIN G, TREEFEZEIT LRV (BE2RR LAV ) ZHEL T,

10.1. VPC T CLUSTERPRO Z#IH 7 315 D:F2HIH 119
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11.1 R5FHE

s AHEDONFIZ, THARLKEHEINLZZEDRDHD XT,

o HABBSMKRA X, AFOHAMAS LU < BHRE LOMEW, RIFIZOWT, —YEEEZBVEEA, £
Too BERDBRSNZHRZEL7201C, AFI - EA, FHBICEHRIRICOZEL TR, 8%
HOHMLE SETWEEEET,

s ARICHBEIN TV LINAEDEFHL, HABSKAZITCREL 23, AFBONEFDO Il 7zid&ilz H
KRESKRASHLOFFHER LICER, B, BIOERT 2 23 hTtwEd,
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11.2 BHIREHR

CLUSTERPRO °® 1%, HAESMKASAMOEREAE T,

* Microsoft, Windows 1%, >K[E Microsoft Corporation DKE B & 2 DD EN BT 2 BIRAHET T,

Python &, Python Software Foundation D& SRRIIE T3,

» Amazon Web Services B X L TRTD AWS BIEDFEE, O RICZDMD AWS D757 4 v 7, v,
R=TIANy E— REr74ay, A7V, =L RE&GEZF. KEBLSL ELEZFoMMoEICBIT 3.
AWS OFtE, BEREEERLE ML —F FL R TS,

AECEH SN2 o oR S LR, BSHLOEEE I 3BErEE T,
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