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https://docs.aws.amazon.com/ja_jp/cli/latest/userguide/cli-chap-install.html

CLUSTERPRO X 5.3
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AVARYZIZIAM B — L ZE Y BT TWAHLENT2ED ORELTHPNET,

OCIAM B — L ZED YT TWVWEAL VAR Y ZADIEE

AWS Access Key ID [Nonel]: (Enter ®D&)

AWS Secret Access Key [Nonel: (Enter D)
Default region name [None]: <BFEDU— 3> %>
Default output format [None]: text

OCIAM B — L ZE DY TTWRWA VAR ADGE

AWS Access Key ID [Nonel: <AWS 72t X*— ID>

AWS Secret Access Key [Nonel: <AWS ¥—2Lw k7€ XF*—>
Default region name [None]: <BfEDU—3 %>

Default output format [None]: text

"Default output format" &, "text" DISNVEIEET S Z & HATRET T,
b LS NBEREL T LE > 2551E. /root/.aws 7 4 L7 MY ZTEHEL TS EFREEZRD
IE: LT < 7}: é ll\o

4. 25—T1 XV D%fiE

2 5 —5 4 A7 2 Amazon EBS #iBII L TW=5E1EX. Amazon EBS #%—F7 4 > a Y 5E|L, Zzh?
NI FGARN=T 4 ay, T—=R =74 aIfEHLET,

RT—TARTHADRN=T 4 2 a OV TE, T4 VA M —N&RENA R @ T AT AERERET

SRS —F 4RIV Y —AHDRR—T 1 ¥ a Y ERET S (Replicator fHKHINE) 2SRL T
AN

¥
L

5. CLUSTERPRO O > X k=L

A VAP —VFEE T4 VR —V&REH A FI 2BIBLTLEX W,
CLUSTERPRO O A ¥ A b — VIR ZE A BRI L £ 3,
(F— X DEEEIZE L TIX FTP. SCP. Amazon S3 BRI EEETT,)

52. 12ARVADHE 59
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A YA —AETH, OS OFEHZ{To T W,

60 % 5 Z EIP #lfHC &3 HA ¥ 5 X2 DFRE
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5.3 CLUSTERPRO D&%7%FE

Cluster WebUL Ot v b 7w 7. BEO, HHHEEZ T4 VA M= L&RENA F1 O 1275 X XERIGHRZVEK
T3] EBRLTIEX Y,

ZITRUTDY Y =228 2 FIRZLAL £5,
HERE
- Witness N— b E— b
— NP @Y Y —Z (HTTP NP /1)
- AWS iR Y Y —&
- I9-TFT4RZVUY—R

- AWSAZ E=XVUY—2R

- AWSEIP VY —2
- AWSEIP £E=&Y Y —2
HGERENK (4.3, CLUSTERPRO DFEEN. LA OREE T4 VA b= NV&REHTA P ZBRL T X W,
BB TARZ, 32y NI —=0 Z—FEBITHLRT 2E=X ) Y =34V 7L I RFARICHRL £3,
1. L=V —ZDENM
¢ AWS ElasticIP V YV — X
AWS CLI 2 FIFH LC. EIP OfilffiZ17>5 AWS Elastic IP V¥ — 2 ZEBML £ 3
EE TV 77 LY AHA R - TAWS Elastic IP V) Y — 22 HfEST 2 ] 2B L TLEZ W0,
(FIiE]
L [ZA=FVy—2—K]|THEM%22Yy 27 LET,

2. [ZV—=T DV Y —R5EF | failoverl ] HIHIAFE = £ 3,
[RA TRy ZRATIN—TYY—ZADXA 7 (AWS ElasticIP V) ¥V — R) ZEIRL T, [&HFi] Ry 7R
N —=TV Y =24 (awseipl) E AT LE T, [N 227V v 7 LET,

3. MRAFBIMR] BEARRENE T, MIBIEERT (AN 22 v 7 LT,
4. [EIHEHE] HESFRRENE T, RN 227V v 7 LET,

5. [FEH] EEA AR RSN E T,
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[$£38] % 7@ [EIP ALLOCATION ID] R v 27 ZiZ, {45 L7z EIP @ Allocation ID Z&E L ¥ 3 (X
5.1 > 27 £ H5R% EIP filfilc X 3 HA 27 5 2% @ [3] [4] 233%H4).
[ENIID] R v 27 212, EIP Z#I D Y TH2HHARMD A > A &X > AD ENIID Z3EL %73

DL—TFDV)J—ZFEE | failover

FRO@ > #HFHEEQ > EEIFO > =4

i@ nodel node2

EIP ALLOCATION ID* eipalloc-01234567
ENI ID* ENi-XO000000
HE

1Ed =T FrAl

6. &/ —FDETEI Vv 7L, J—FHREEZITVET,
MERNCRET 2] 2 F v 7 LET,
[ENIID] Ry 7 212, 2D/ — RIZHIET 24 Y AX Y ZADENIID 23 ELET (¥ 5.1 ¥ 27 Lk
% EIP illi#lic X 2 HA 7 7 2% O [4] [5] H3a%H).

I —TFDV)J—ZGEE | failover

BRO > KFEEO > EHFO > =4
HiE nodel node2
HRllCEET S ]

ENI ID* ENI-X00000

I —TFD\N—AFEZ | failover

BRO > KEFEEEO > EHFO > =4
Hi# nodel node2
EHRllCEETS ]

ENI ID* eni-yyyyyyyy

7. [T 2270y 7 LTREEZKT LET,

62 % 5 Z EIP #lfHC &3 HA ¥ 5 X2 DFRE
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2. EZ UV —DEN

e AWS ElasticIP £E=&% 1 Y — X

AWS Elastic IP V ¥ — 2B, HEIMISEMS N E T,

BHREDA > 2R ZZEDETHRTWS EIP 7 FLANDEEZEMR T2 Z 2 T, EIP 7 FL 2D
kR i EA Y

FEME TV 77 L 244 FJ - TAWS ElasticIP £E=X VY — 22 H#T 2 | 2BRLTLEEW,

3. REDRMRE T S5 X2 DiEH
ARG TA R b= N&BREHA F1 - T7FRAXEERT 21213 2B TSN,

1. Cluster WebUI DFXEE— K 206, [REDKM) 27V v 7 LET,
[BREEZRMLETD. ] EWVWI Ry 79 TRy —IDBFRINETDT, [OK]Z27 Vv 7 LET,
7y 7a—RIZENTEE, [KBUTHKILE Lz, | DX v =Y DBRRENETODOT, [OK] %272
Vw27 LET,
7w 7u— FIZKRRL2581E, REINDB X v —Ii > THRIEERIT 5> T X0,

2. Cluster WebUL @ ¥V —LN—D KB v XY > X = a2 —T [#fEE— F] Z3BIR LT, #fET— FIc¥D
BZ2ET,

3. Cluster WebUIl D [RT — X ZX] XTI 6 [ 7 AXBAM] 22V v 27 L, WEREET Bl 220 v o
L9,
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E6E

SIP i &3 HA U5 XA X DEE

AFETIE, SIP Nz k2 HA 7 5 R X OMEFIEZHAL 35,

XIH D Server Instance (Active) {ZIFFH%R Y — 3, Server Instance (Standby) ISR Y — DA 2K ¥ AT,
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@ AWS Cloud

Internet gateway

)

Route Table(Public-A)
@ Public subnet
(Subnet-1)
> 3 :
NAT Gateway :..... s
1
/1
\ 3
............................................................................ Ve eneeeennneensneeennaeannnneassneeennneennnnal
1
1
]
1
1
1
............................................................................ ]‘..............................................
£ Route Table(Private-A) !
@’ Private subnet "‘
i (Subnet-2) '
- \
177 |121Server 5'“”;;: [3] Server
3 : Instance ] t Instance
o (Active) ""'\l!. (Standby)
i sip |
Application (R ’
m m
Amazon Mirroring
Elastc NygW —-----———-———--——-—-—-—-- >
i | Block Store

6.1 > R7 LR SIP il &% HA 7 9 A&

CIDR (VPC) 10.0.0.0/16

ROR—THEL

% 6 E SIP fffiCE 5 HA Y S X2 DFRE
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xR 6.1 -FIOR—IHS5DHEE

Public subnet (Subnet-1)  10.0.10.0/24
Private subnet (Subnet-2)  10.0.20.0/24
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6.1 VPC RIZDHKRE

VPC Management Console, 3 X ¥, EC2 Management Console =T VPC OREEZITVWE T,

KB X UFHFD IP 7 FLAE—HITH D, EEORERIZ VPCIZEID Y THERTWAS IP 7 L RICHAR
ZTL7EEW, BEFD VPC 12 CLUSTERPRO %M 2541k, FELTWA S 7%y M EBINT 5 22 HEYNC
FTAREZTLIEE W,

1. VPC 8L VY TRy FERET S
BN VPC BLUY 71y b EIER L £ 5,
2. Internet Gateway Z:&XE 9 3.
VPC 64 ¥ R—% v MZ7 72 R F %7-HD Internet Gateway BN L 3,

3. Network ACL/Security Group #:&XE 9 3

VPC WD SDRIER A Y VT =2 7 72 X% <7212, Network ACL. B X TF. Security Group % i
PNCREL £ 75

Private v b7 —2 (Subnet-2) WIRELEFED HA 7 7 A X ) — FHDA Y A X A5 5, HTTPS T
Internet Gateway ¥ E{ER[AEX 725 & 512, %72, Cluster WebUI R4 > 2 X » ZA[ELD@EdAIEEL 72 3
X 5 HHEEE 12D W T Network ACL % Security Group OFEEZEH L £7,

CLUSTERPRO Bi#Ha > R—F ¥ " PMEH T2 R -+ HFEBIXOVWTIE, I2AX—+7 v 7FHA Ry o TEE
HIFR%IE | - TCLUSTERPRO A ~ A h— L] #SMEL, RELTLEX W,

4 HA VSRZADA 2V RAZ 2V A%ZEMT B

HA Z752%&% ) — FHDA v A& A% Private v F7—2 (Subnet-2) IZ/ERKL F9,
IAIMBE— L% YRX Y ARZED S TTHEHAT 258, IAM e — L2 5EL T EZEW,

= IAM DOFREIIZOWVWTIE, TRZ— 7 v FHA Fu © FEEFIREIE) - [CLUSTERPRO £ ~ X +—
JVET) - TAWS BRIRICBIT 2 IAM OFREIIZDOWT) 2SI L, RELTLIEX W,

[2] Server Instance (Active), [3] Server Instance (Standby)

BRARMA > A& > 228 ) BTNz ENL fFAERAIL > 22 > 228 ) ¥ Tohiz ENLIZ, W3
Ny ENIID Tl cEx £,

68 % 6 = SIP #fHiC &3 HA ¥ 5 X2 DFRE
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BALYRAA2VZAD ENILID (eni-xxxxxxxx) IZETAWSEAHVAVIP VY —X OREBICHEL
378, FEEITEEET,

5. NAT Z:E&Mm9 3

AWS CLI 12 & % SIP #lfHUE % FATFT 272012, HA 7 AR ) —FADA YRRV APBH) =Y avd
T2 RKRA Y M LT HTTPS 12 X 2@ (E0 AT e IRRBIC S 2 B E A H D £7,

Z D722 Public & v 7 —2 (Subnet-1) EIZNAT 7 — b v = £ ZERL 3,

NAT 77— b Y 2 4 DFHICOVTIIAWS D FF 2 X Y P 2SR L T E X0,

6. L—rT—TINZRET 3.

AWS CLI 7 NAT TV =Y a YD ¥ FRA ¥ b L@(SATREIC T % 729 D Internet Gateway D JL—
T4y I7RBMLET,

HV TRy b= T —=T0NE, IROIL—F 4 Y ZPREr ) £F,

¢ Route Table (Public-A)

Destination Target fi&Z
local BAD HIFAE

VPC Oxy k7=
(#1TZ 10.0.0.0/16)

0.0.0.0/0 Internet Gateway B ()

¢ Route Table (Private-A)

Destination Target =2
local B®AH SIFE

VPCOxy bT—2
(T3 10.0.0.0/16)

0.0.0.0/0 NAT Gateway Bm ()

ZOMDN—T 4 E, BBEICHDOETEREL TL X0,

6.1. VPC RIZDERE 69
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7. 25—5F 41 X% (Amazon EBS) BT 3
MBS TIT—FT 4 RT (V59 RBRA—F 1 ay, =& —F 4 > av) 2T 3 Amazon EBS

ZEBML %,

% 6 = SIP #fHiC &3 HA ¥ 5 X2 DFRE
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CLUSTERPRO X 5.3
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6.2 12XV ADKE

HA 7 S ZAZADEAL VAR RZa 74 Y LT TORELEmML 7,

CLUSTERPRO 3% —FLTW3 AWS CLI DNN—T a Y220V T, TR&EZ—1F7 v 7FH A4 Ky - TAWS &5
VEYIPYYV—R, AWS A VXY IPE=XY Y —ROFERE] 2B LTIV,

1. CLUSTERPRO OH —E XEEFRHEZRAE. *v FT—IREDHSE. IL— T 71D X T LOFESR.
T7AT7 04— IILDREZESE. Y—/N\DOKZ|ZFHE. SELinux DOE =R

HFIEIUATESR L TLEZX W,
- TR N N&RREHA KD - TORTAERERET B - ThN—F 7 = 7HBEZEDRE ]

2. AWSCLIDA >R +=)L

AWSCLI #A4 YA b=V L ET,

AWS CLI DA ¥ R b =L 2%, IROWTIPICT 2RERDH D 3,
/sbin, /bin, /usr/sbin. /usr/bin, /usr/local/bin

AWS CLI Dt v b7 v ZIHKICE T 25 Tt 22 L T2 E W0,

https://docs.aws.amazon.com/ja_jp/cli/latest/userguide/cli-chap-install.html

(AWS CLI A4 ~ A F — A %1T 5 72T 9 TIZ CLUSTERPRO 254 » X b —)LIEDEEIZ. OS Z HitH)
L T2 5 CLUSTERPRO DIEEZEFT - TL 2 EW,)

3. AWS 77t X% — ID OE#F

SIAns, UFDawy FEFEITLET,

$ sudo aws configure

BRECH LT, AWS 727t XX —ID B ¥ DEHRE AT LE T,
A VAR AZIAM B — L ZE D BT TWAIHLENT2ED ORELTIPNET,

6.2. 1AV ADHKE 71


https://docs.aws.amazon.com/ja_jp/cli/latest/userguide/cli-chap-install.html

CLUSTERPRO X 5.3
Amazon Web Services [+ HA 75 X% #5844 K (Linux), JJ—2X 2

OIAM B — L ZE DY TTVWE A YRR Y ADGE

AWS Access Key ID [Nonel: (Enter D)

AWS Secret Access Key [None]l: (Enter D)
Default region name [None]: <BFEDU— 3 %>
Default output format [None]: text

OIAM B — L ZE D YT TWHRWA YR Z Y ZADEE

AWS Access Key ID [Nonel: <AWS 72+t XF*— ID>

AWS Secret Access Key [None]: <AWS ¥—2Lw k70X F—>
Default region name [Nonel: <BFEDU— 3> &>

Default output format [None]: text

"Default output format" &, "text" ISNEIEET S Z & HATRET T,

HLIRSTNEEZHRELTLE-25GEE. /root/.aws 7 4 L7 P T HELTH S FidfEeeD
BELTLEXWN,

25T 1 RV DEE

7 —F 4 A7 FHIZ Amazon EBS ZBHIL TW/=%&1X. Amazon EBS 2 %—F7 4 > a v H#E|L. Zh2
NTFARN=T 4 >ay, T—R=—T 4> aYIFHLES,

I5—FU4RIZHDAS—TF 42 a iV TIE, T4 VAP —A&REHNA F1 O T RTF LR E2RET
21 -135—F4 27V Y —=2AHD =T 1 > a2 Y ERET S (Replicator FARFIINHE) ZSRL TR
W,

. CLUSTERPRO @1 X =)L

AVRAPF=NFEEZ T4 VAP —N&REHA Fg ZBHELTLIEX W,
CLUSTERPRO DA ¥ & b — VIR %8 A BRES 1AL £ 97
(F— X DEEEICE L Tix FTP. SCP. Amazon S3 &k EEETT,)

A YA —AETH, OS DFEHZ{To T W,

72
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6.3 CLUSTERPRO D&%7%E

Cluster WebUL Ot v b 7w 7. BEO, HHHEEZ T4 VA M= L&RENA F1 O 1275 X XERIGHRZVEK
T3] EBRLTIEX Y,

ZITRUTDY Y =228 2 FIRZLAL £5,
HERE
- Witness N— b E— b
— NP @Y Y —Z (HTTP NP /1)
- AWS iR Y Y —&
- I9-TFT4RZVUY—R

- AWSAZ E=XVUY—2R

- AWS A YXVIPYY—2
- AWS A YRV IPE=ZRYY—2Z
HGERENK (4.3, CLUSTERPRO DFEEN. LA OREE T4 VA b= NV&REHTA P ZBRL T X W,
BB TARZ, 3y M =2 A—FEBIHIGT 2E=X Y Y —RIEF VT I RFERICHRL $7,
1. L=V —ZDENM
c AWStH ¥ XV IPYY—2
AWS CLI ZFIFI LT, SIP Oflii%475 AWS €A > XV IP VY —2%EBIML £ T,
A TV 77 Ly RHA R - TAWS A Y XV IP VY —REHET 5 2SR L T I W,
(FIiE]
L [ZA=FVy—2—K]|THEM%22Yy 27 LET,

2. [N —T DV Y —2EF | failover] ] BIEHDBH = % 5,
[ZA TV R VATIN—=TYI—ZADEXAL T (AWS A XV IP VYV —R) R LT, [£Hi)
Ry PR TN—=TV) Y =24 (awssipl) ZE AN LET, [KN] %27V v 7 LET,

3. MRAFBIMR] BEARRENE T, MIBIEERT (AN 22 v 7 LT,
4. [EIHENE] MEAFRENE T, MBIEEET AN 227V v 27 LET,

5. [FEH] EEA AR RSN E T,

6.3. CLUSTERPRO D&%E 73



CLUSTERPRO X 5.3
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HLE] 27D [P 7 FL Al Ry 727212, A5 LZWSIPOIP 7 FLAZRELET (X6.1 ¥ 27 4
iR STP il & 3 HA 7 5 2 & @ [1] 238%4).

[ENIID] Ry 7 iz, SIP ZE D Y T2HARMDA > 2K 2D ENIID #%ELET (M 6.1 > A
7 LR SIP #IfHC X 5 HA 7 9 2 & @ [2] B34,

IL—T D —ZEE | failover

SR O > #EFBEO > EOnFO > MM

8 node-1 node-2
IP7 FLR" 10.0.20.3
ENIID" ENIi-X0000000K v

Eope

=3 vl

6. %/ —FDXTEZ Yy 7L, /— FHIREETVET,
MERNCRET 2] 2 F v 7 LET,
[ENIID] Ry 7 212, 2D/ — FIZHIET 54 Y AX Y ADENIID 2% ELET (6.1 > 27 1H
fi% SIP filfilic k2 HA 27 7 2% @ [2] 3] 25%%2).

I—F D)) —ZGEE | failover

2RO > EFEERQ > EHSFO > =H
#E node-1 node-2
EBRllCHEIS

ENI ID™ ENI-XOKXKK v

E3 ool

BHoD /) —FDENIID OFEDITVET,

74 % 6 = SIP #fHiC &3 HA ¥ 5 X2 DFRE
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7.

2. &=

IIN—TDVY)—Z5EE | failover

=@ > HFEERQ > EHEFO® > FH
38 node-1 node-2
BAllCEET S

ENI ID™ eni-yyyyyyyy v

GET1 %227V y 27 LTREZKRTLET,

&Y —ZDEN

c AWS AV EXY IPE=XY Y —X

FHAZRMOA v 2AZ 2 RCED L THATWS SIP 7 FLANDBEREMR T2 22T, SIP 7 FL AD{E
2HEHERELE T,
HHEZ TV 2710 AFA Rl - TAWS AU XY IPE=R Y Y —XZHET 3] 2B LTIV,

1.

2.

3. &E

Cluster WebUIl OFREE—F 756 [T=X YUY —XDEM %27V v 2 LET,

[E=%Y Y —ADOEX] HEIHEET,

[ZBA IRy ZATE=ZRVY —ADRA T (AWS A > XY IPE=X Y Y —R) ZFIRL T, [£H#]
Ry 7 2N Y =2 ASILET,

[(RN]Z2 Vw27 LET,

B () O 2 FRRSE T

WRYVY =20 BRI 227V v 27 LT, AWSEH VXY IP YUY —ADY Y —RHZ%EEIRL T, [OK]
27Vvy 7 LEd,

[N %227V 7 LET,

Bt (E6) OEE»PFRREINE T,

AWS CLI av > FIRERFRBEHREZBEL T, (AN 22V v 7 LE T,

EHEEMEDEE AR RSN E T,

(FHEEIE] & [FEHENR] ZREL £ T,

G TV 77 Ly 2AH A Ry - TEEEEX 7 2L TLEE 0,
(BTl %27V 27 LED,

DRRE TS5 22 DES

6.3. CLUSTERPRO D&%E
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FERNE T YR N —N&RETA R - 177 ZARZERT 51213 2B RLTIEI W,

1. Cluster WebUI DFKEE— K 226, [(REDKM]) 227V v 27 LET,
[REERKMLETD, | EWVWIRY 79 PRy b—INFRINETOT, [OK]ZZ Vv 7 LET,

Ty 7= RIZENTL . [RMUZEIILE Lz DX Yy B —IWRRENET DT, [OK] &7~
Vw7 LET,

7y Iu— FIZKRBLIGEIR. BREINDE Xy b=t o THRIEZITo TS W,

2. Cluster WebUL @ ¥V — L N—D Ry XYV X =2 —T [BfEE— F] ZBIRL T, #EE— Fictb
BRET,

3. Cluster WebUI D [RT — X ZA] R T [Z I AXBMB 227V vy 2 L., HEREET BB 22V v 2
L%,

76
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ET7TE

DNS Z##Elc L 5 HA 75 X2 DEEE

AETIE. DNS LAilEc X 2 HA 27 5 A X OMEFIEZHAL $9,

XIH D Server Instance (Active) {¥FFFH%R Y — 3, Server Instance (Standby) ISR Y — DA 2K ¥ AT,
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E AWS Cloud

Internet gateway
=\

[1]1 VPC

[2] Availability Zone A

\a),

[3] Availability Zone B

TP —— i sssnsann s s
i Route Table(Public-AB) ; :
@l Public subnet P Public subnet
(Subnet-1A) (Subnet-1B)
NAT Gateway1 E}D NAT Gateway2
ateway 4 atewaye | ¥

[5] Domain Name

[7] Amazon
Route 53

Route Table(Private-B)

I_E_I Private subnet
(Subnet-2A)

Private subnet
(Subnet-2B)

11 | server N | Server
i  E|Instance 1. F| Instance
I (Active) ——l (Standby)
[4] Private |p Se——cc S (6] Private [P
Application
Amazon Mirroring
Elastc wM --------1=Fi4-F--——-- >
Block Store
7.1 A7 LR DNS 4l & 2 HA 7 5 A%
CIDR (VPC) 10.0.0.0/16
Domain Name srv.hz1.local
Public subnet (Subnet-1A)  10.0.10.0/24
Public subnet (Subnet-1B)  10.0.20.0/24
Private subnet (Subnet-2A)  10.0.110.0/24
Private subnet (Subnet-2B)  10.0.120.0/24
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7.1 VPC RIFDHRTE

VPC Management Console, 3 X ¥, EC2 Management Console =T VPC OREEZITVWE T,

KB LUFHHAFDOIP 7 FLAE—HITH D, EERORERIX VPCIZEI DY THRTWS IP 7 R L RARZHEAE
ZTLZE W, BEFD VPC 12 CLUSTERPRO %iH 3 23581, FRLTWERH 7%y M EIBINT 272 2 EYNC
AR Z TN,

1. VPC ELUY TRy FERET S
WHNZ VPC BLUY 71y b 2ER L £ 55,
[1] VPC
VPCID (vpe-xxxxxxxx) FETHRIAM/—2DEMEHIHBELRDH. MFEEXTHEETET,
2. Internet Gateway Z:&XE 3 3o
VPC 264 ¥ R—% v MZT7 7€ R F 375D Internet Gateway BN L 3,
3. Network ACL/Security Group #:&XE 3 3

VPC AN HDARIER S Y b T =27 72 A%< 72912, Network ACL, B XL, Security Group % ]
WCREL XS,

Private v + 7 —2 (Subnet-2A 35 X O Subnet-2B) WIZABETED HA 7 7 AKX ) — FHDA Y AX VR
75, HTTPS T Internet Gateway H{ERIREL 725 £ 512, %7z, Cluster WebUI 4 >~ 2 & ¥ XA+ D
EHAIAEY 72 % & 5 BREEEIC DWW T Network ACL % Security Group DR EEZEEH L 7,

CLUSTERPRO Bi#Ha > R—F ¥ " PMEH T2 R -+ HFEBIXOVWTE, I2AX—}+7 v 7FH A Ry o TFEE
HIFRZIE] - TCLUSTERPRO A > A k—iLiii) 2B L, SREL T XN,

4. HA VS5 RA2BDA VA2 X%ZEMT %

HA 79 2&% ) —FHDA A& A% Private v + 7 —2 (Subnet-2A. B XX, Subnet-2B) Z1ER L
%73,

IAM O —L% A4 V2R ZZE DY TTHERT 2568, IJAM e —LE2iEEL TLZEW,

= IAM DFREIWZDOWVWTIE, TRAX =+ 7 v 7FHA Fo O TFEEFIREIE] - T0S £ >R F—ILi,
CLUSTERPRO A >~ & F—/LR7 - TAWS BEICEIT 3 IAM OFEICOWT) 2R L. FELTL
72EW,

5. NAT Zi&imy 3

AWS CLI IZ & % DNS %l 25173 272012, HA 77 AX ) — FHDA VARV ApH) =Y a v
DI FARA Y MIH LT HTTPS 12 X 2 @EH A REIRIREIC T 2 DB H D £5,

Z D752 Public v bV —2 (Subnet-1A., B X, Subnet-1B) EIZNAT ¥— b+ v = A BIERL F3,
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NAT & — b7 2 4 DFHICOVTIZAWS D FF 2 X ¥ FEBRLTLEE W,
6. L—bTF—TI%EERET 3o

AWS CLI 28 NAT #BHTY —Y a YD Y KR A ¥ b 2IBEAEEICT 5 725 D Internet Gateway D JL—
TAYITRBEMUETS,

Public + v b 7—2 (KTl Subnet-1A. B XX, Subnet-1B) L — k57— (Public-AB) 1Zi%. MR
DNV—=T 4 YITBRBELIZRDET,

¢ Route Table (Public-AB)

Destination Target =2
local A SIFE

VPCOxy bT—2
(T3 10.0.0.0/16)

0.0.0.0/0 Internet Gateway Bm ()

Private v bV —2 (XI'CiZ Subnet-2A, B X X, Subnet-2B) ®)L— k57— 7L (Private-A, B X
Private-B) 12i%. U TFDONL—F 4 IR Er ) £3,

¢ Route Table (Private-A)

Destination Target fi&Z
local D HIFAE

VPC D%y b7—2
(1T 10.0.0.0/16)

0.0.0.0/0 NAT Gateway|1 B ()

¢ Route Table (Private-B)

80 55 7 & DNS % #IHiC k5 HA 5 X2 DRE



CLUSTERPRO X 5.3
Amazon Web Services i} HA 75 X2 #8544 K (Linux), J1J—2X 2

Destination Target =53
local A5 B IEAE

VPCOxy bT—2
(T3 10.0.0.0/16)

0.0.0.0/0 NAT Gateway?2 Bm ()

ZOMDN—T 4 ¥ E BEICHDETHREL TSV,

7. RA R —=2%EMT S
Amazon Route 53 IZ Private x & bV — 2B L £,
[7] Amazon Route 53 (Hosted Zone)

A A+ V' — i Hosted Zone ID T#HAITX %3,
Hosted Zone ID (32T AWSDNS UY —XDRERFICHBL R BT, JIEEATHTET,
B, RETIE., 77 RXAX% Private 2% 7%y P FRXEE LT VPCHDIZ A7 67 7 AT 51

BEFRHALTWS 72012 Private R A Y — Y RBIMLTOE T, Public e 7%y b EICEBELTA ~

Z—%y MIOEED Y 747 b H o7 272X T 2MEOEEZ, Public FA MY —YZBMLT 7
ISR

8. S5—54 2% (Amazon EBS) %ENMT3

MBEIWZIECTIT—T 4RI (VFRARNN—T 1 ¥ay, 7—X)—F 4 ¥ a ) T2 Amazon EBS
PBMLET,
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7.2 1V RAE 2V ADHRE

HA 7 7 AZHDEA Y AR RAIZu 74 Y LT NORERFEML £7,

CLUSTERPRO 23%K— b LTW2% AWS CLI D= 3 YIZDOW T, TFREX— 7w TH AL Ky -
FTCLUSTERPRO O#i{EERIE) - TAWSDNS VY —Z, AWSDNS =%V Y —XOEIERE] 2L TR
éL\O

1. CLUSTERPRO O —EXEBHZRAE. %y FT—IREDESE. IL— T 71D T LOFEE.
T7AT7 04— IOREEZER. V—/N\OEZIZFEHEA. SELinux OFRE % R

FFBFL T 2SR TS W,
AV R N NGRGENA KIS RT AMREUET ) - (A= Y = 7 HRERORE

2. host ANYR DAV RA =L

host =Y FZA YA =)L LET,

host 2% > Ni& bind-utils ¥y 7 —JWREEFNTVE T,

bind-utils >y 7 —I WA YA P =L ENTOVRWESI, df a~ Y FRYTA VA=A LET,
host 3~ RO RRZBREA PATH IZBREST 2 0ENFDH D 3,

3. AWSCLID1 >R b=l

AWSCLI #ZA4 YA +—=NVLET,

AWS CLI DA ¥ R b =A%, UTFOWTNHNICT 2 HENH D £7,
/sbin, /bin, /usr/sbin., /usr/bin., /usr/local/bin

AWS CLI Dt v b7 v ZIHKICE T 25l Tl 22 L T2 E W,

https://docs.aws.amazon.com/ja_jp/cli/latest/userguide/cli-chap-install.html

(AWS CLI O A4 ~ A F — %17 5 72k T3 TIZ CLUSTERPRO 254 » X F —LIEDEEIZ. OS % HikH)
LT 5 CLUSTERPRO DEfEZEFT - TL ZE W)
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4. AWS 77t X% — ID OER

TaAhb, MRoa<xy FEEITLET,

$ sudo aws configure

BRI LT, AWS 7272 2¥%— ID 2 EDIEWRE AL LT,
A VARV AZIAM B =L Z2E D BT TV ENENT 2D ORETTIPNET,

OIAM B — L ZE DY TTVWEAL YRR Y ADGE

AWS Access Key ID [Nonel: (Enter D)

AWS Secret Access Key [Nonel: (Enter D)
Default region name [None]: <BFEDU— 3> %>
Default output format [None]: text

OIAM B — L2 E h YT ThWhRWA VR Z Y ZADEE

AWS Access Key ID [Nonel: <AWS 72Ot X¥— ID>

AWS Secret Access Key [Nonel: <AWS ¥—2Lw k70X F*—>
Default region name [None]: <BfEDU—3 %>

Default output format [None]: text

"Default output format" &, "text" LIS ZHEET S Z & HATRET T,
b Lo NBEREL TLE > 25E81E,. /root/.aws 7 4 L7 MY ZTEHEL TS EEERD
ELTL S,

Z —7 4 A2 FZ Amazon EBS %/ L TW/235E1E. Amazon EBS % 8—7 1 > a Y #IL. £he
NTIARNR—T 4¥ay, T—ER—FT 4> aYFHLET,
IT—TAARATHD =T 4 ¥ a VIOV TE T4 YR P —L&RETA FI O T 2T ARERERES
5] -T35=FT4 RV =D =T 4 > ar%FKET S (Replicator HFRHKHINE)] 2SR LTLE
ISR

6. CLUSTERPRO O > X k=L

72. 1AV ZADHE 83
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A VAP FE T4 YA b —=N&REHTA F1 ZBRLTLIIZE N,
CLUSTERPRO O A > Z b — ViK% 38 A BRI L £ 5,

(F—Z D#REICBE LTI FTP, SCP, Amazon S3 272 ¥ {EETY,)
A YA P=ETH, OS OFEHFZITo T 22XV,
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7.3 CLUSTERPRO D&%7%FE

Cluster WebUL Ot v b 7w 7. BEO, HHHEEZ T4 VA M= L&RENA F1 O 1275 X XERIGHRZVEK
T3] EBRLTIEX Y,

ZITRUTDY Y =228 2 FIRZLAL £5,
HERE
- Witness N— b E— b
— NP @Y Y —Z (HTTP NP /1)
- AWS iR Y Y —&
- I9-TFT4RZVUY—R

- AWSAZ E=XVUY—2R

- AWSDNS VYV —2
- AWSDNS E=&UY—2
HGERENK (4.3, CLUSTERPRO DFEEN. LA OREE T4 VA b= NV&REHTA P ZBRL T X W,
BB TARZ, 32y NI —=0 Z—FEBITHLRT 2E=X ) Y =34V 7L I RFARICHRL £3,
1. L=V —ZDENM
+ AWSDNS VvV —2
AWS CLI ZF|H LC. DNS #OfilffiZ175 AWSDNS U Y —ZZiBIL 73,
FEE TV 77 LY AHA Ry - TAWSDNS U Y —2XZ2Hf#3 %) 2SR L T X0,
(FIiE]
L [ZA=FVy—2—K]|THEM%22Yy 27 LET,

2. [N —TF D) Y —ZAEF | failoverl ] HIEHHMNHH & 3,
[ZA 1R ZATIN—FIVY—ZADEXA 7T (AWSDNS U Y —R) ZEIR LT, [&Hi] Ry 7RI
TN—TV Y —2% (awsdnsl) Z AT LET, AN %227 Vv 7 LET,

3. MRAFBIMR] BEARRENE T, MIBIEERT (AN 22 v 7 LT,
4. [EIHEHE] HESFRRENE T, RN 227V v 7 LET,

5. [FEH] EEA AR RSN E T,
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[HE X TD[RRA Y=Y ID Ry 7RI, FA MY —rDID ZHRELFET (7.1 > 27 LKL
DNS %l X2 HA 7 9 2% D [7] D3&%H).

[VY—Z2La—Fty bRy 7RI, (5 L7ZWDNS B2RELET (M 7.1 > 27 AL DNS
LENC X5 HA 7 9 2% D [5] D33%H),
DNS #1Z FQDN T, KEIZFvy b () 2RI 7ERTHREL TL XN,

[[P7 FLRA] ARy Z 212, DNSZIZHIRT B IP 7 RLRARRELET (K 7.1 > 27 LK DNS %4
N X2 HA 7 7 2% D [4] D3E%H),

i) 2 7Tl EEOY— "D IP 7 RL R L. o3 — \IHHEFIRE %17 LT
2\,

BB, KETREEY—R"DIP7FLAZYY—ZALa—Fty MZEDLIHEEZRA L TW2720I12
FROFIEE o TWETH, VIPREIP 2V Y —XLa—Fty MIEDZ5EE. 8] X7 T%
DIP 7 RLAZRGEK L, EFFEIFETT,

[TTL] Ry 7 RiZ, F v v > 2 OEFHARM (TTL = Time To Live D% Z3E L £3,

TTL OREZFRE L TL S0,

PEHEMERICY) Y —A L a— Rty FZ2HIRT 2] F v 7Ry VAZRELE T,

AWS DNS VY —ZDIEFEMRHICHER MY =V b)Y —ALa— Rty bRHIBRLRVWEE, Fzv
IR LTLEE W,

B, HFRLBRWEE, BELEDNSKIZZ IA T M7 7 e ASNLA[ELH D £3,

IIN—TF D)V —ZEE | failover awsdns

FRO > KEFHEEO > EHHHFO > ZEH

58 nodel node2

KA Y —/1ID* ABCDEFGHIIK123
UY—2ZLd—Fev " srv.hz1.local.

IP7 FL X" 10.0.110.10

T’ 300 b

IEFMRCUY—Z L d—Fzy MEHIE M
EE-]

Az

1ED =T Frotil

6. %/ —RFDXT%2I7 Vv 7L, /—RFEREEITVET,
MERNCREST 2] 2 F v 7 LET,
P 7 FLAI Ry Z R, 2D/ — RIZWET 24 Y RAX VY ADIP 7 FLAZRELET (X712 2
7 LR DNS Al X 2 HA 7 7 2% @ [4] [6] 23E%H).
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BB, AETERZEY—AN"DIP7FLARYYV—ZAL 32— Fty MZEDBAIWMEZEEHA L TWADIC
FiOFEE 2o TWETH, VIPREIPZY Y —ZALa— Kty MZEDZ5ET. AFEIFE
T3,

IL—T DV —ZEE | failover

R ® > KEEE® > EREEFO® > 34
i@ nodel node2
HICEET D [

IP7 FLbA 10.0.110.10

IN—TDV—ZEE | failover

@ > HFEEO > EHENFO > =4
i@ nodel node2
ERICEET D ™

IP7FLA 10.0.120.10

7. [T 227V y 7 LTREZK T LET,
2. EZHUY—DEN

¢« AWSDNS £E=X U Y —2X

AWS DNS V v —ZBIK I, BEICGEMS N E 3,

AWSCLI a~< Y FEZRHALTY Y —ALa—Fty FOFELER L IP 7 F L A2 DNS % O HAH1ER
KXo THRLNZDEHRLET,

FEE TV 7710 2H 4 Ry - TAWSDNS £=& 1) Y — 22T %) 2B L TLEIW,

3. REDRMRE T 5 X2 DiEH
ARG TA VR b= N&BREHA F1 - 175 RXEERT 212131 2B TSN,

1. Cluster WebUI DFXEE— K 206, [(REDKM) 27V v 7 LET,
REERMLETD), | EWVWIRY 7y I RAvb—IDNRERRENETOT, [OK] 22V 2 L%,
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Ty Ia—RIZENTEE. [KMUZERIILE Lz DAYy B —IDBRRENETTDT, [OK] 27

Vv 7 L%,
7w Fa— FIZRBLEGER. BRENBEA v —J1io TEHRERITo T XV,

Cluster WebUI @D ¥V —LN—D FO v FEY ¥V A = 2—T [#fEE— F] 23BN LT, #EE— FIc¥Ib
Bx1EI,

Cluster WebUIl @ [RAT —RRA] RT 05 [Z7 7 AXBAMAR 22V v 27 L, MERHEET B 22V v 2
L%,
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E8E

NLB ZFFH L7 HA ¥ 5 X2 DETE

ARETIX, Network Load Balancer (M., NLB) ##|H L7 HA 7 7 X 2 OREFIEZFTHL £ 35

H1 o Server Instance (Active) [ZFRFH%R Y — 3, Server Instance (Standby) ISR Y — DA R X ¥ AT,
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pl  AVWS Cloud

AvaﬂabﬂﬁyZoneA Ava||ab|l|tyZoneB

@ Public subnet
(Subnet-1A)

Client \
\& H
NLB Domain Name
Private subnet B
(Subnet-2A)

prmanssans P —

Private subnet
(Subnet-2B)

P

Halancer =

O>o0 ]
Private subnet rivate subnet
@ (Subnet-3A) $ubnet-3B)
1
:Jllll: [1]89“"3 ) P i[2]Server;“'“;
3 - | Instance | -~ N‘ Instance |3 :
BRI (Active) w E E Standby} BRI

Application

8.1 YRT7 LM NLB 2R L7 HA 795 RX

CIDR (VPC) 10.0.0.0/16
Public subnet (Subnet-1A)  10.0.20.0/24

Private subnet (Subnet-2A)  10.0.110.0/24
Private subnet (Subnet-2B)  10.0.120.0/24
Private subnet (Subnet-3A) 10.0.111.0/24
Private subnet (Subnet-3B) 10.0.121.0/24
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8.1 VPC RIZDHKRE

VPC Management Console, 3 X ¥, EC2 Management Console =T VPC OREEZITVWE T,

KB LUFHHAFDOIP 7 FLAE—HITH D, EERORERIX VPCIZEI DY THRTWS IP 7 R L RARZHEAE
ZTLZE W, BEFD VPC 12 CLUSTERPRO %iH 3 23581, FRLTWERH 7%y M EIBINT 272 2 EYNC
AR Z TN,

1. VPC B&UH Ty b ERET S
BN VPC BXUOH 73y P 2ERLET,
2. Network ACL/Security Group & E¥ 3

VPC WD DTRIER SRy V=207 7 A% <7912, Network ACL, X . Security Group % jEb]
WKRELE T,

Private * v b7 —2 (Subnet-3A. Subnet-3B) WICELEFED HA 7 5 AKX ) — RHADA VARV A5,
Cluster WebUI %24 > 2 & > Z[A+- D@5 b AIRE L 72 % K 5 B#E#EIT DWW T Network ACL % Security Group
DREZEHEL X,

CLUSTERPRO Bi#a ¥V R—3% ¥ " BEH T2 K-+ B BIZOVWTIE, TRAX—=+ 7y 7IHAL Ry o TEE
HIPREEIE ] - TCLUSTERPRO A > X b —/Lfii] ML, HELTLEE W,

3. HA VS RAZADA VARV X% BINT 3
HA 75 2% /) —RHDA A& A% Private » v b7 —72 (Subnet-3A, Subnet-3B) IZ{EK L £ 3
IAM e—L% A Y AR ZZEID Y TTHEHT 2581 IAM B —L2iEE LT3 W,

= IAM DFREIWDOWVWTIE, TRAX =+ 7 v 7FHA ¥y O TEFEEFIREIE] - TOS £ VR F—ILig,
CLUSTERPRO A ¥ & F —JLH7 - TAWS BEICEIT 2 IAM OFEICOWT) 2B L. #ELTL
7ZEW,

4. 2=y bJI—TZEMT S

HA ZS5RAR ) = FHDA VARV AR R—=F Y beFBX—0 v b IA—T2ERLET,

REEER REME
NLVRF Ty IR—k 12345
Gl 30 ¥

ROR—ZITHE<
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REER RIEfE

=7 bk
HA 75 2% ) — FHDA VARV R ZIRE

(K 8.1 27 L#RE NLB ZF|H L7 HA 27 5 &
2 D [1][2] H3E%H)

NVAF 2y 7 DR— FBESITIEBTHHLZWVERDO AR - M 2EEL £T, RUELLR— M HRSIRKRT
LB 70 —7KR—= VY —RDFERITHEL 2570, JIREZ TEBEET,

5. A= RNS Y —%EMT S

ERR L7 X =7y P N—T% & —4y b2 $5 NLB & [HNEla— PN % — ) TERLET,

REIEE RENE

O—RNS>HY—%147 Network Load Balancer

Ax—L 5B

2=y cTIN—=TF M4, =4y FIIWN—TF%#EBMT S TERLIZZ—F v NI L—TRIEE

fER#%12. NLB @ [Attributes] 2* & [Cross-zone load balancing] Z B L £ 3,
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82 1RV AMDKE

HA 7 S ZAZADEAL VAR RZa 74 Y LT TORELEmML 7,

1. CLUSTERPRO Ot —E X RENBSRZHE. 2y PO —IREDOHESR. IL— T 71 AT LORESS.
T7ATI4—IIDBREERED. H—/N\DEZ%FEH. SELinux OFE %KD

BFIEIUATEZZRL T ZE W,
- T4 YR D= N&REETA FI - TS RT LR RET 2 - THh—F Y = 7TRERDERTE )

2. CLUSTERPRO O > X k—IJL

A YA =AFIEE T4 VA b= L&REF A FI ZBELTLEI W,
CLUSTERPRO @A >~ & b — VK% A BRIRICHEN L £ 37,

(7 — X D#EXIZBI LTl FTP, SCP, Amazon S3 #EHi7& Y IEETY.)
A YA M=ASET . OS OFEEZIT>TLEE W,
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8.3 CLUSTERPRO D&%7%FE

Cluster WebUL Ot v b 7w 7. BEO, HHHEEZ T4 VA M= L&RENA F1 O 1275 X XERIGHRZVEK
T3] EBRLTIEX Y,

ZITRUTDY Y =228 2 FIRZLAL £5,
HERE
- Witness N— b E— b
— NP @Y Y —Z (HTTP NP /1)
- AWS iR Y Y —&
- I9-TFT4RZVUY—R

- AWSAZ E=XVUY—2R

- LB/ ue—7 K- YV —-X
- LB /u—7R—-b+E=XVYY =2
HGERENK (4.3, CLUSTERPRO DFEEN. LA OREE T4 VA b= NV&REHTA P ZBRL T X W,
BB TARZ, 32y NI —=0 Z—FEBITHLRT 2E=X ) Y =34V 7L I RFARICHRL £3,
1. =Y —ZDEM
¢ LB u—7KR-1+Y V-2
NNAF 2y VHOR—= b 2HIT5 LB Fue—7R -1 VY —RZBMLET,
FEE TV 77 LY RATA R - LB 7R —=7KR—=b DY —R28ET 2] 2SR T,
(FIiE]
L. [ZA—=0y—x2x—HETEMZ7Vy 27 L%,

2. [N —TF D) Y —ZAEF | failoverl ] HIEHHMNHH & 3,
[ZBA 1Ry ZATIAN—FIYY—ADEA 7 (LB Fu—7RK—-1+VUY—R) &R T, [HH] Ry
TARZITN—=TYY =24 (Ibppl) ZE AN LET, [RN] 227V v 7 LET,

3. (B BEARRINE T,
MBIERTT [N Z22 Vv 27 LET,

4. [EIHEHE] B AT RENE T,
[N %Z27 Vv 2 LET,
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5. [FEM] MR RENE T,
[R—FBE] Ry ZRIT, "NRF 2y ZHDOR— N BEEZHRELET,

FIL—F oV —FEE | failoverl

i

‘i : :':ﬁ?:/t"rl/

g

6. [\ %7V 732k, [LB7u—7K— Y Y- T 4| BHEHIPFRINE T,
[NRAF 29 ZDEA LTI R Ry Z RIS, ANVRF 2w ZDRA LT OB ER (7)) 23 E
L¥ET,

[NNRF 2y ZDRA LT ] iE NLB ODALZRF =2 v ZORIRE D B HRETALENDD £7,
AETIEZ. NLB DAL ZRF =2 v ZORFEZ 30 M TRELTWVWAELED, [NVRAF 29w ZDRA LT Y
FE 31 B RICEREL $9,

LB O—JR— FUY—XFRITO) G«

NIVAF TV IDFA LT 31 )
wl o

— I

BEEE

oK Fv oL EA

7. 5ET1 %220y 7 LTREZKRT LET,
3. EZ&VY—ZDEN

e IB 7O —TR—-FE=XYYV—2R

LB Ju—7K— VY —BMKZ, BEINGEMX T E T,
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LB 7B —T7R—1F VY —ZAPEELTWVWSE /) — R LT, LB ’r—7KR— 1V Y —RIEERICES T
L7 0t 2 DIEEREITOE T,
FHE TV 2L AHALFI - TLB Fu—T0R—+EZXR VY —XZ2HET 3] 2B LTIV,

. REDRRE T S5 X2 DS

. Cluster WebUIl OFKEE— K25, [RREDODKM] 227V v 7 LET,

REXTRMLUETD) ZWVIRYy T 7y TRy b—IDRRREINZDT, [OK] 227 Vv LET,

Ty 7a—=RZENTEE. [KMIZEIILE L, |DX vy —INRRRINETOT, [OK] 227V v~
L9,

7y 7= RIZRMLGER. BRSINDEA v —J 1o THRIEZITTo T ZE W,

. Cluster WebUL DY — L X—D RO v PR Y X =2 —T [#EE— ] BN LT, BEE— NI bEZ

i\j—o

. Cluster WebUL @ [R T — X R X T5 77 AXBEE] 22V vy 27 L, EEREEET BB 227V vy oL

ij—o
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=
=

%9
FSTNSa—Fq VY

AREETIE, AWS BREGIC BT CLUSTERPRO DOFEEDS EF W VIR O REFRHIH & MLT I DWW T L
ij—o

@ AWS BEYY —IEBLVEZF VY —REBHICEKKT B,

%30S HEEFETHZ ., AWSCLIDA YA b —1INTW3 I, AWSCLI DFENIELLET
LTWBZ e 2R L TLIEE W,

CLUSTERPRO DA > Z b — VRHCEHREI 21T > TWEIFETH, ZDHKIZ AWS CLI DA > & b — ik
WEHRZ B OB ELBEFAET 25513 0S OHEH Z{T-oTL 23w,

® AWS R IP VY — 2 DEBNICKKT 3,
Cluster WebUl D X v E—2
Activating awsvipl resource has failed.(51 : The AWS CLI command is not found.)
EZZoNBERE
UToWThrr3EZoNE T,
¢ AWS CLIZRA YA b —)b, FI3S8ADE 2 TV,
pup llyap:3
UM ZHERR L £9
* AWSCLIZ A YR P—LENTWD I L 7,

o AWSCLIDA YA P —=NRARBLLTFONWTNLTHE L 2R L E3
/sbin, /bin. /usr/sbin. /usr/bin, /usr/local/bin

Cluster WebUl O X vt —2

Activating awsvipl resource has failed.(50 : Failed in the AWS CLI command.)
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EZZH5N3EA
UTFTowThenEZONET,
o AWS CLI fEDARFE (aws configure RFEST)

* AWS CLIFED R 2257 (aws configure % root IS D 2 —H, F721F. sudo 7 L THAT
L7272)
LR DERT credentials 1AM 2 —¥ %2 H 5 2 /58 DEE). config 7 7 A LV ERKRLE T,
1. SHOME/.aws Bt
2. /root/.aws B R

¢ AWS CLIREDANAAERD (V—Yar, 77AXF—ID, ¥—Z7L vy bX—AHRD)

o (IAM B— L2 LZEADIFE) 4 Y AKXV AAD IAM B — VAR E,

IAM v — L2 RS 258055, YA VARV ADLUTIATZE2AL, HELTWVWS
IAM B — VEZNFRRENZDHEZRE L TL 72XV, 1404 Not Found 1272 - 7235513 1AM 1 —
AMFEINTVER A,

http://169.254.169.254/1atest/meta-data/iam/security-credentials/
o f8ELZ VPCID., %713, ENIID 25 IE
e V=YarOIYFRA Y IPRAYTFYRREEDLDFIEL TS,
e V—=Yaryoxy FKRA Y b ETOBEHOME,
o J— FOEAMIC X 2B,
RLTTE
IR 28 L 9,
* AWS CLI DFFEZIELWVHABIMBIEL, AWS CLIERICEET 2 Z e 2L £3,
+ /- FORAMOEEEZ. ARERZRDFROTIZE W,

o (IAM u— 2 HLEHDEE) AWS B a VY — L TRIEZEE L T X W,

Cluster WebUl O X vt —

Activating awsvipl resource has failed.(50 : The vpc ID 'vpc-xxxxxxxx' does not.

—,exist)
ZZ5N3ERA
BE L/ VPCID 23> T3 2, FREGFELLEVWATREESEZ SN E T,

LA E
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EFELWVPCID ##8E€ L 9,

Cluster WebUl D X vyt —

Activating awsvipl resource has failed.(50 : The networkInterface ID.

—'eni-xxxxxxxx' does not exist)

EZZx5Nn3FEHA

fEE L7 ENLID 25> T\ 5 2, (RFEL VAR EZ 50 kT,
T E

IELWENIID 2$8E L ¥ 3,

Cluster WebUl D X vt —2

Activating awsvipl resource has failed.(50 : You are not authorized to perform.
—this operation.)
ZZ5N3EA
IAM = — /L @ ReplaceRoute HERICOWTHEITTE 20— b7 — 7L ZHIR L TW55E. IAM
AR ¥ —d Resource IZHE L72L— T — 7D FRETERD ZA[REMEDH D 3,

RHLTTE

AWS AR IP V YV — 3V — b 7 — 7 VEHRE, FEESN/z VPCEETFDITRTDONL— T =T
DIHILE, F/HEINBEIP 7 FLADZ Y M UDBEET B)L— T — T DWTEHZITV
%9,

Z D7z IAM KV > —®d Resource IZ1F. %3 2 (EHMNR LR Z)L— b T —TNLFTRTIZD
WTHRFA[ZRGE L TR 72 & W,

Cluster WebUl D X vt —2

Activating awsvipl resource has failed.(l : Command was not completed within %1.
—.seconds.)

EZz5Nn3FEHA
MFowshrrnEzohEd,

e AWSCLI <Y RPL—FrT—TNRNAT DFREI AR TAF I —N—REDHEHTY —

JarDIYRRA VP EBETERWVIRETHSAREM LA EZ ONE T,

s /- NORAMIZ X 5 EIE,
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XA
IR ZHEE L3,
e NAT 7= bV 24 NDNV—T 4 YIDBHREFATHS I L,
o RTYIRTANRY Y ITTHELEINTOVARNI L,
o L—bFF—TN, NAT, 70F>H—N—DFEEMHRL T,

o /—FoEAMDEEIR. AFMERZIDRNT ISV,

Cluster WebUl D X vt —

Activating awsvipl resource has failed.(53 : The VIP address vvv.www.XXX.YVyy.

—belongs to a VPC subnet.)
EZZoNBFERE
FEE L7z VIP 7 F L 225 VPC CIDR &N D 7= D AEYI T,
RLTTE

VIP 7 R L &2 VPC CIDR O#ipist ¢ 722 IP 7 FL A EHELE T,

@ AWS R IP U Y —RIFIERICEEEIL TWAH. VIP 7 KL RICH T 3 ping HSES ALY,

Cluster WebUl D Xyt —

ZZ5N3EHA
AWS {RAE TP U ¥V — RIZERE L 7= ENI @ Source/Dest. Check 23 EZNICH > TWE T,

LA E
AWS RAE TP U ¥V — RIZERE L 7= ENI @ Source/Dest. Check ZfEZNICREL 3,

@ AWS R IP E=R VY —IABREREICH S,
Cluster WebUl D Xyt —

Detected an error in monitoring awsvipwl. (56 : The routing for VIP vvv.www.XXX.

—yyy was changed.)

ZX5N3EHA
A= FTF—TNIRBVT, AWSIRAEIP VY —ZIZHEFT 2 VIP 7 RLAD X —5 v FHBRAS
HOBETHIO ENIID IZZHXRTW3,
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pupllyap:3
BHE R L 72T AWS /AHIP U Y — XA HBIICH R 2 h, X—5" v PIELW ENIID
WCEFSHhET,

A ENIID ICZEBE X hFRE LT, o HA 7 5 A X TR VIP 7 FLAZ#E S THAL TW
BN ERTRLET,

@ AWS Elastic IP U Y — X D& kKT 3,
Cluster WebUl O Xyt —

Activating awseipl resource has failed.(51 : The AWS CLI command is not found.)

ZZ5N3REHE
AWS CLI B3R A ¥ A b =)k, F 7213825 2 TWRL,

T E
IR ZHER L £9,
¢ AWSCLIZ A YR F—AEHTWVWE L ZHERL E T,

¢ AWSCLIDA YA b —=IRNABLTOWTNNTH S Z e Z2MHERLE T,
/sbin., /bin. /usr/sbin. /usr/bin. /usr/local/bin

Cluster WebUl D X wE—2
Activating awseipl resource has failed.(50 : Failed in the AWS CLI command.)
EZZoNBFERE
MFRowgThrrnEZzohEd,
o AWS CLI 8EMARFE (aws configure RFEIT)

* AWS CLIFED Ro2 572\ (aws configure % root IS D 2 —H, F7213. sudo 72 L THEST
Liz72Y)
LR DNEFT credentials (IAM 2 —H %23 2/ DHE). config 7 7 A VEMKRL ET,
1. SHOME/.aws Bt ~
2. /root/.aws B R

o AWSCLIFZEDASTINERD (V=Yary, 77€AF—1ID, =21 v bF—AN#ED)

o (IAM u— L Z2{HH L/ERADES) 4 Y AZ Y AAD IAM 1 —)LRERE,
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IAM n— V23 2758t D856, B84 YRRV ADLUTIAT 72 AL, RELTWVWS
IAM B — B FREN 2 2R L T L 7ZE W, 1404 Not Found ) 1272 o 7235 E1E TAM 11—
IWHRESNTOEE A

http://169.254.169.254/1atest/meta-data/iam/security-credentials/

{7 L7z EIP Allocation ID, %7z, ENIID 23 RIE
e V—TarYDIYRRAYIRRXYTFFURARBEDDEILL TV,
e V—=Ya YOIy KAV METOBEEDME,
o/ — FOREAFIT X 2B,
LS E
T2 L7,
s AWS CLI OFEZELVHAFICEIEL, AWS CLI BSEFHICEIET 2 2 & 2R L 75,
o /= FOEAMDGEIX. AMREEZIRDERNT ISV,

o (IAMu— %2R LEHDEE) AWS B a VY — L TRIEZHEEL T X W,

Cluster WebUl D Xyt —

Activating awseipl resource has failed.(50 : The allocation ID.

—'eipalloc-xxxxxxxx' does not exist)
EZZ5NBERE
f8E L 7z EIP Allocation ID 2538 2 CTW 5 7, (73 E LRWATRREDNE Z b E T,
RLTTE

1E L\ EIP Allocation ID ##8E L £3,

Cluster WebUl D Xyt —

Activating awseipl resource has failed.(50 : The networkInterface ID.

—'eni-xxxxxxxx' does not exist)
EZZ5NBFEE
fEE L7 ENIID 235 T\ 52, ERBFELRVWARESEZ SN KT,
ALTTE

IELWENIID 2$8E L ¥ 3,
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Cluster WebUl D X wE—2
Activating awseipl resource has failed. (53 : Timeout occurred.)
EZ5N3EHE
UFowgThrnEZ o E T,

e AWSCLI 2=y Fhl— 77— L NAT OREI AR IO F Y —AN—REOEBTY —
JarvDIYRERA YV MEEETELRWIRETH Z2A[REMELEZ ONE T,

e /- RFOEARIC X 2L,
XA E
DUR %R L5,
o BA AR AIZPublicIP BE DB THATWDS Z L ZHERL £95
o BAVARYATAWS CLIPEHEHEST 2 2 L 2R L £,
o L—FF—T, NAT, 70F>H—N—DFXEZRMRL T,

o /- FOERAMDEEIR, AMERZIDRNT IS0,

@ AWS Elastic IP E=42 Y —XHEEICH D,
Cluster WebUl D Xyt —

Detected an error in monitoring awseiplw. (52 : The EIP address does not exist.
(EIP ALLOCATION ID=eipalloc-xXxxXXXxX))

ZZ5N3RE
167 L7z ENIID & Elastic IP OBEN 1323 & 22 OB B THEFR S ATV 2,
T E

HHE WA U 72 T AWS Elastic IP V Y — X0 HEIRNICHEE X, $58E L7z ENIID & Elastic
IP DRSERM I DM THIE T

Elastic IP & OBEEMIIAZEE I NFER e LT, o HA 7 5 X X T[F U EIP Allocation ID %
o THEHL TOWAROLHOREZHERL £,

®AWS EAVAYIP )Y —ADIEENCKET 3,

Cluster WebUl D Xyt —
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Activating awssipl resource has failed.(50 : The AWS CLI command is not found.)
EZ5N3FEHR
AWS CLI 28R A Y A b =)l FF 8 RDE - TR,
RLTTE
Pzt L £95
* AWSCLIZ A YR P—LENTWVWD 2L T,

¢ AWSCLI DA YR b= ZABLLTFOWTNOTHS Z e R LET,
/sbin, /bin. /usr/sbin, /usr/bin. /usr/local/bin

Cluster WebUl D Xyt —

Activating awssipl resource has failed.(52 : Failed to assign the secondary IP.
—address on the AWS side.(Address does not fall within the subnet's address.

—.range))
EZZ5NBFERE
RE LIz XV IP 7 FLADBARIE,
RLTTE

EFELWEHEVIP 7 FLRARIBEELE T,

Cluster WebUl D X vt —

Activating awssipl resource has failed.(62 : Failed to obtain a primary private.
—IP address.(The AWS CLI command failed.))

ZZH5N3EA
LUTROWThINEZLNET,
o AWS CLI &ENRFFE (aws configure RKF1T)

e AWS CLIFENR22 572 (aws configure % root IS D2 —H, F721F. sudo 7 L THEST
L7k ¥)
IR DIEFFT credentials (IAM 2 —H¥ %23 23 DHE). config 7 7 A VEMKRL £3,
1. $SHOME/.aws FZ
2. /root/.aws BN

o AWSCLIFEDANARMRD (V—=Yay, 727XF—1ID, =2 L vy FF—ANERD)
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o (JAM v — 2l L72EHDEE) 4 Y AR Y ZAD IAM 0 — VRERTE,
IAM u— V2T 2 H#tOBHE. 35 A Y AX Y ADPLUTIAT 72 AL, #ELTWS
IAM 0 —VAPERRENZ 2R L T L2 E W, 1404 Not Found 1272 - 72355813 JAM 1 —
ADBRESNTVEE Ao
http://169.254.169.254/1atest/meta-data/iam/security-credentials/

» J8%E L7z EIP Allocation ID, % 7z1%, ENIID 2 ARIE
e V—VarDIYRNRA YDAV TF Y ARBEDDEIL TS,
e V=Ya YOIy KAV ETOBEHDOME,
o J— FOEAMIT X 2RI,
Pup Y3
IR ZRER L 5,
* AWS CLI OFEZIELVWHAEIIEIE L., AWS CLI SIEHICEEST 2 2 L 2R L %,
o /- FORAMOBEE, AMERZIDFRWTZE W,

o (IAM u—nZ2HLEHADELE) AWS BH a VY — L TREZMHRL TS W,

Cluster WebUl d X vt —

Activating awssipl resource has failed.(62 : Failed to obtain a primary private.

—IP address.(The networkInterface ID 'eni-xxxxxxxx' does not exist) )
EZ5NBEE
FEE L7z ENIID A% o T, ERBFEELRVAREENE X 6 E T,
RLTTE

IELWENIID ZHE L £73,

®AWS EAYRYIP E=R VY —IABREICH S,
Cluster WebUl D X vt —

Detected an error in monitoring awssiplw. (55 : Failed to process checking the.

—.secondary IP address on the OS side.)
EZZ2 N3 ER
WBELEEIYZEVIP 7 FLAMAS2rOHEBETHIBREA TV,

RHLTTE
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BEEERA LM T AWS £ > &Y IP Y Y — 2 HEIICEEE S, f8ELth &)
IP7 RLAEMNEGLET,

HUEYIP 7 RUADHIBRINZERE LT, A&V IP 7 FLARMTHEHL THWiRVD
REEHRLET,

@ AWS DNS )Y —ZDIEENCKKT B,
Cluster WebUl D X vt —2
Activating awsdnsl resource has failed.(52 : The AWS CLI command is not found.)

EZ5NBRER
AWS CLI "R A Y A b =)l F 72138050 o TV,

LA E
MTRZHEEELET,
e AWSCLIZA VAP —LENTVWBEZ L ZMERELE T,

o AWSCLIDA YA b= RABLIROWTNLTH S Z & 2R L E T,
/sbin, /bin. /usr/sbin, /usr/bin. /usr/local/bin

Cluster WebUl D X wE—2
Activating awsdnsl resource has failed. (50 : The AWS CLI command failed.)
EZ5N3EHE
UFoWwIThornEZONET,
e AWS CLI #&EMAK (aws configure RFEAT)

e AWS CLIFED R 22572 (aws configure % root IS D2 —H, F7z1F. sudo 7 L THEST
L7k ¥)
DUFDNERFT credentials JAM 2 —H 23 2 /78t 0% E) . config 7 7 A LB L 7,
1. SHOME/.aws it ™
2. /root/.aws BN

¢ AWSCLIFEDANNERD (V=Y ar, 727€XF—1ID., ¥—ZLvy bF—AN#D)

o JAM B— L ZEHALERDBE) 4 Y AR Y ZAAD IAM B —LARFE,
IAM 2 — V2T 358 0BE. %484 VAR VADPBUTIATZ 72 L, HELTWVWS
IAM 0 — VBRI EIN 2 R L TL 72 & W, 1404 Not Found] 1272 - 7235813 IAM 1 —
ADPHEENTOVERA,
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RLTTE

http://169.254.169.254/1atest/meta-data/iam/security-credentials/
TBELZY Y —RALa—Fty FHBARE

V=YayDIY FRA Y PPV TFYRARREDLDFIEL TS,
V=Y aryDIy PRS2 b ETOBEEKDOME,

/ — FOBARIC & 5BIE,

Route 53 127 272 AT ERWIKEES L < iZ Route 53 235E L 72 WIREE,

Route 53 DYZARA MY — VAW R Y T3 VPCIZ, HA 4 Y A Z ¥ AHFE T % VPC 2B/
LT,

HA £ Y 2 & > ZAD5FiEF 3 VPC T DNS LRI Z BN LTV,
[VYy—2La—Fty A BDARXFETHREINTWS,
UTFoa<wryFz2//—F (A VRAZXVR) EOWRENLSFETEITLTLIEE N,

# aws route53 list-resource-record-sets --hosted-zone-id <K X b Y — >,
— ID>

['Could not connect to the endpoint URL] T J —2FERENZ5E. UFOWTIrEBER S
nx,

-VPC =Y FRA Y M EFEHLTWSHE,. VPC =¥ FKRA > M& Route 53 DH— ¥ 21Tk
AXAIEDF=D, VPC Y FRA YV EFEHLTWSHE5IE AWSDNS VY —2/E=R ) Y —
ZFFHTEREA

-VPC =¥ FERA Y P EHERALTOWARWES, AWS LOREOMENEZ SNET,

IR ZHR L £9

AWS CLI O EXIE LWVWHABICEBIE L. AWS CLIBEREICEET 2 2 e 2R LT,
J— ROEAMOEEE, BREREZIDRVTLIZE WD,

Route 53 ¥ 32X > bayy—nd MN4E R MY —> ) 12oWT, TEEMT &7z VPCY
ICAET VPC 23BEIMENT WS Z e BHERR L TL 2 & W,

VPC w3 XY bayy = LzBwT, HHLTWS VPC O F a7 4T IDNS f#k) 23
A2 o TS e ZHERE L TL 23V, B TDNS iR 28RS LT\ 235813,
A VARZR YA AWSDNS VY —XTEMLZLVa— Kty b EARIEIRTE 2 X 5 I125#EY)
RUYNANEFRELTLIEEW,
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o [UY—RLa—Fty MINIINIFTEEL TLZEI W,

e VPCZYFRAVIZMEHLTWSEE. NAT 77— ¥ = £, Proxy 4 —"DWIFIHh D)
HRICEETAZ M LT ZEEWV, VPCZY FEA Y F2HHL TOWRWVEES, AWS A
LT XN,

o (IAM u— A2 LEADEE) AWS BHa Y Y — L TREZMR LTI EE W,

Cluster WebUl X wE—2
Activating awsdnsl resource has failed. (50 : No hosted zone found with ID: %1)
EZZ5NBEE
FEELIZARRA Y =V ID DFho TV ah, FREFIELRWATRENEZ 6N E T,
XA E

FLWHRZXA M= ID #IEELE T,

Cluster WebUl D X wE—2
Activating awsdnsl resource has failed. (51 : Timeout occurred.)
EZZ5N3EHE
UFoWwIThr»nEZONET,

e AWSCLIa~ Y RN —F+rT7—TILNAT DREIZARTOF I —N—REOHEHTY —
JarvDIY RERA YV MEEETELRWIREETH ZA[REMELE Z ONE T,

o/ — FOREAFIZ X 2B,

* Route 53 =¥ FKRA ¥ MMIlDOLHGELE,

o AWS CLI WEBTEITENZ A VARV ARXRT =R T % 7 7€ AN,
LT E

Mzl £9,

e NAT 7 — bV 2 A NDL—T 4 Y IR EFATHB I L,

o RFVIRTA4NRY VITHEINTVRNWI L,

e JL—FTFT =T, NAT, 7RF>H—N—DFEEMRL TLEI W,

o /- FOEAMDEEIR. AMERZIDRNT IS0,
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AWS BRENCBWTEAMR Gl) @ [Z A4 477 1] A3 AWS CLI FET IS E R R b O % 3%
ELTWVWSZr, AWSDNS E=4 1 Y —Z2FLL D AWS CLI ZEITLTWE T, FENTT
AWS CLI Z T L. BEZKRHZFIL TS0,

# aws routeb53 list-resource-record-sets

(IAM v — V2 H U723 EH 0¥5&) CLUSTERPRO ® AWSDNS VY —RXEB L FE=X Y
Y —AH AWS CLI ZF(TT 2B, A VARV ARRT =267 72 A% —ID 2 DR
AETEHRZHIG L £ 9,

AVARYARRT = RIINT 27 72 RNGRED IRV, FEITU RO a~y FEFETICH
BB 2R L TS W,

EH 500 DTHEBEND Z2L5EIET 7 ROBENSFEEL TVET,

BIEA B 2 H5E51%. aws configure I~ Rk D, 7 F7AX /) —RIZ7 722 ¥—ID BX
U=y b7 7RAF—DOFETBML. IAM 2—FTETENZXS5IZT 52T,
XA LT D+ OFRAMRIRD T 2RI D D £7,

- &Y AR — R 5 http://169.254.169.254/1atest/meta-data/ 1IZ7 7 V¥ £ 721 curl a~< >
R T7 7k,

-7 5 AR — FOWFIHIZBWT aws configure list % FFT,

@ AWSDNS VY —RIFEEICEFLTWVEDN, 7547V D SLFIRBARATES L S5ICH B E TICHELHE

3o

Cluster WebUl D X vt —

EZA5NBRER

UTFOWThrBEZONET,

Route53 OfEARIZ & D Route53 DFREDMER Y — TR TUTRKILE N2 FTIZEK 60 7
2D ET, URZBRLTIZZ W,

https://aws.amazon.com/jp/route53/faqs/

Amazon Route 53 @ X < & % &

Q:Amazon Route 53 TD DNS EDEE S ERICHA N2 12WE. ED L 5 VORI 0
DE I,

OS Hld v Nz & H RE D E D > T 3,

7 2 ANA—N—FHZ AWSDNS VY =212 kB VY —ZALa— Kty b OHIRR & FERUICKRE
2D > TV 3,

BEEERICY Y=L a—Fty FZHIBRT 2] 2F = v 720N OBFE, 7 4 Fd——
JEC AWS DNS U Y — ZJEEMRICY Y —2 L a—Ft v P 2HIBER. 724 Lt — =5
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T AWSDNS U Y —ZIGEHRIZY Y =L a— Rty M 2ERE & 2720, KRifERFTHEC
725 FTORMDPEL RZAREEDH D £ 3,
F x v 775 OFF OA, JHEERICS Y Y —2Lva—Fty FaflkRanz b, %4
V—ZALa—FKty bDIP 7 FLABEH DAL K572, HARIRRATEEC R 2 £ TORMED
SRS N2 AR H D £ 9,
Fx v 7% OFF IZ L7 5E1E. #H D AWS DNS U Y — ZIEEHERR 7 7 ZA X {Z 1R H Y
Y=L a— KRty MIFFRINTIED FTDOT, ZTHELLEZWV, AWSDNS U Y —23E
EHERL 7 7 A XEIETH ARSI E T,

*+ AWSDNS VY —2® [TTL] DIEA K E W,

e AWSDNS E=X Y Y —20D [EHBERS K] DED/NX W,
% L Route 53 OEEDKMTE T T 2 Al ARIEREZAATL E 5 & DNS 2251
NXDOMAIN (FFEELBRW R XA V) R D 50, ZOHEEATT 4 Tx % v > 2 DHF)
RS 2 F CRARTRDINCRIL £5,
ZD7o, [BEHBEAEDLRRE] 2/ N WEICEREL TWa b, AEifFERATREICR 5 & TICREF
MEET LR RZATREEDSH D T,

XA iE
DUF %R L £,
o OSHIDY Y ANDFEERRELTLIZEW,
« AWSDNS VY —20 JEEMRICY Y —2La— Kty F&HIBRT %] % OFF I L %9,
+ AWSDNS VY —2® [TTL] DfEZE /NS WMEICHEEL 5,

* AWSDNS E=%V Y —20 [BEHHGEBRH] OEZHFATE 2 RELRMEICREL £3,

@ AWSDNS E=42 )Y —XHEEICH D,
Cluster WebUl O Xyt —

Detected an error in monitoring awsdnswl. (52 : The resource record set in.

--Amazon Route 53 does not exist.)
EZZ5N3ERA
DIFowWThhrnEZoNE T,

e KRAFMY—2IZBWT, AWSDNS VY —Z2IZNET 3 Y Y —ZX La— KRty FBRALD
OEBTHIFRXR TV,

+ AWSDNS VY —Z2DiEMER. Route 53 12351 % DNS BREDZEHEH KX N ZHIZ, AWS
DNS =&V Y — ZAHEMRE2RITS 2 L HERRA T E RV dBEICRRL £, T2&—
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F7 Y FHA Ry - TEEGHIBREIE) - TAWSDNS £=& 1V Y —XDHEIICDOWVWT] 2SR L
TL7ZE W,

* TAM RV > —® route53:ChangeResourceRecordSets. route53:ListResourceRecordSets 23 ARE
Eo

e Route 53 DYFHFRA MY — VR Y T3 VPCIZ, HA £ Y A &X V ADFRIET 5 VPC ZB/I
LWz,

o [UY—ZRLa—Fty FIICERELZDNSZDORREIZFY b () DBFEIATVARN,
WA E
LIREMERLE T,

e UY—ZLa—Fty PHHIBREALERE LT, fllO HA 7 5 AXTRILY Y —ALa—F
ty FRBRoTHALTVWARVWI .

o AWSDNS E=%& 1V Y — 20D [EAHBAMGE 5 ] 53 Route 53 123517 % DNS HEDLHMK
MXNZRE I D EIREEINTVWE I L,

* TAM RV > —IZ route53:ChangeResourceRecordSets, route53:ListResourceRecordSets 235 AE
IhTwsZ e,

e Route 532Xy baryy—nm NYEZRR Y —r ) 122oWT, TEEMT 577 VPCY
WICHER VPC ABIMEATNBE I L,

o [VY—RLa—Fky ] ITHEELT DNS &2 FQDN T, REIZFy b () 2T 7=ER
THREZINTWB Z L,

Cluster WebUl D X vt —

Detected an error in monitoring awsdnswl. (53 : IP address different from the.

-.setting is registered in the resource record set of Amazon Route 53.)

EZ5N3RER

ARARY =BV T, AWSDNS VY —2IZET2 VY —2 La—Fey FDIP 7 FLAD
BRAGHOEETEEIRTWS,

RLTTE

Yy —2La—Fty PHIEEINRLZFERE LT, O HA 25 AXTHEYY —ALa— Kty
FERESTHEHLTOWRWhAREZHERL T,

Cluster WebUl O X vt —
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Detected an error in monitoring awsdnswl. (54 : Failed to resolve domain name.)

EZ2H5N3FEHE
VY —ALa—Rty b LTHER MY —VICHEER LT DNS & TOARIRIHEEI A S DHE
HTREL 7

LS E
T 2R L £7,

o UYVANRDREIHY BN &
o Xy FNU—JDREBIRD PN &

e Public FR MY =Y EFHLTWAEEIEZ. VIR P FORX—2H— N (NS) La— FDFK
T, FXA ADZ TV P Amazon Route 53 F— L F —NEBHETZ LI IR TWVWBE I Y

Cluster WebUl D Xyt —

Detected an error in monitoring awsdnswl. (55 : IP address which is resolved.

—~domain name from the DNS resolver is different from the setting.)
ZX5N3ERA

Yy —2La—Fty b LTHRR N —IEER L7 DNS % TOARIREGEZR TS 547z 1P
7 RUZADBIEL L W,

LA E
MTEHERLE I,
o UYNNRDOFERZHEY BRI &

e hosts 7 7 A /LHIZDNS IS 22 FUDBTFEELRVWZ E

@ AWSDNS E=&2 )Y =P BEEFIIREICE D,

Cluster WebUl O X vt —

[ R

Warn monitoring awsdnswl. (151 : Timeout occurred.)
[REH]

Detected an error in monitoring awsdnswl. (51 : Timeout occurred.)
EZ25Nn3FEH
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MTFowshrrnEzohEd,

o AWSCLI <Y R —bFF =70 NAT DREIRARTOF Y —N—RYOoHHTY —
JarDIYRRA VP EBETERWVIRETHSAREMLAEZ ONE T,

o /— FOGEAMIC X 2RI,

* Route 53 =¥ FKRA > MlOLIEERIE,

e AWS CLI WIS THEITENZ A VARV AR R T = RIINT %7 72 ADRIL,
AT E

IR ZmER L 9,

e NAT /= Y 2 ANDIL—T 4 Y IDREFATHDZ L,

o RT VIR T4NRYVITHEINTVARVWI L,

e L—bFF—T NAT. 70FSH—N—OFEEMRL T LI,

o AWS BREBICBWTER G5@) @ [X A4 47 7 +] 25 AWS CLI FEI TR R R LL_E O fifi % 3%
FELTW3Zr, AWSDNS E=4 1) YV —ILLFD AWS CLI ZFETLTWEF, FENCT
AWS CLI 247 L., DELRFEZFHHEIL T ZE W,

# aws route53 list-resource-record-sets

o (IAM v — L Z2{HH L7=#EHDEE) CLUSTERPRO @ AWSDNS VY —XB L UFE=XY
Y — A5 AWS CLI (T3 2B, A VAR VAR RT—=Z067 72 A% —ID 2 DR
AETEHRZHUG L £9,

A VARV ARRT = RIINT 27 7 ATRIED L0, FEHTU RO I~y FE2ETITL
ERR 2R L T I W,

EEO0UVEDTHEBELD 258I1E7 7L ADBENPFKEL TVWET,

BIEDS D 25E1E. aws configure A< Y RIZk D, 7 F7RKX /) —FIZ7 72X x—1D B X
Oy—=2VLy b7 7R AFXF—0OREXBML. [AM 2 —HFTHETEINL X51CFT2 LT,
RA LT D N DOFREMRIBAT ZAREMEDLDH D £3,

BT T AR — RH S hitp://169.254.169.254/latest/meta-data/ 1277 v HF E21& curl a~ >
R T7 7R,

ST IAR I — FOWTIPIZBWT aws configure list % 51T,

@ LB 7O—JHR—=—FUYV—IDERICH B,
Cluster WebUl D X vt —
[EREE

Port <‘R—bF&ES> is already used.
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EZ5NBRER
A= FHABEHE TN,
RLTTE

FELER— Mo 7m R Ko THASA TORWATEE L TS W,

O LB 7O0—JR—bEZRUY—-IHBERIIHR DB,
Cluster WebUl D X v t&—
[REE
Port <R—+&HS> is closed.
EZZ5NBFERE
A=A TS,
Pup Y33

BELER— Mo 7ot 22X > THHAZINTWARWHLHERL T X0,

O LB JO-JHR—rEZQVY—INELFLRERICES,
Cluster WebUl D X v E—
[REH
Timeout of waiting port <iR— b&FE:S> occurred.
EZ5NBEE
NNVAF 2y ZDEA LT T FMIZHE—=RANZ U H—DEDANNVAF v 7 2RETER)P o7,
S E
Tzt L £9,
* Iy M-I DBOEICAD RNk

© B FATYY—DRGEIERD AR C

O AWSAZ EZR VY —ZANEFERBEEICKE S,

Cluster WebUl D Xyt —

T

Ei=
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Warn monitoring awsazwl. (105 : Failed in the AWS CLI command.)
[REH]

Detected an error in monitoring awsazwl. (5 : Failed in the AWS CLI command.)
EXS5N3FERA

LTRoWwWThhr3EZoNnET,

* AWS CLI &EMWREKE (aws configure RF1T)

o AWS CLI F&EDHD22 57\ (aws configure % root AL D L —H, F721d. sudo 7 L THEAT
L7272)
LR DJERT credentials IAM L —¥ %2 HH 5 2 558 DHE). config 7 7 A VERKRLE T,
1. SHOME/.aws Bt
2. /root/.aws B R

o AWS CLIREDANIARERY (V—Yary, 727€AF—ID, ¥>—27L v FF—ANED)

e (IAM B— L2 LZEADIFE) 4 Y AKXV ZAAD IAM B —)VARKE,

IAM 2 — L2 AT 35 DIGE, N4 VAR VADPLURAT 72 AL, HELTWS
IAM 2 — VEZDBRREINBZ MR LT L 77X W, 404 Not Found) 127 - 7235&13 1AM 1 —
ADEEEINTVERA,

http://169.254.169.254/1atest/meta-data/iam/security-credentials/
s FBELE 7RATEY T 4 =V = VPRIE
e V=Y aYDIYREAL Y IBRAYTFYAPEEDDEIEL TV S,
e V—=YaryOxy KAV METOBEEEDME,
o /— FOGEAMIC X 2RI,
Pup Iy 3
IV N A D
e AWS CLI OFEZIELVWAREIMEIEL., AWS CLI BSIEHICEIEST 2 Z 2 R L 3,
o /- FOEAMDGEIX. AFREEZIRDRNT IS0,

o BHEICEENFRREINZGEE., HEEMEEZEIT LAV (BEE2RRLEV) AEET S Z
CERHRELET, COBATH, TRV Y —ZAD5ETT S AWS CLI O EITRIRIE
LN D T 5 — 1 IBHARET T,

o (AM r— 2 LEADOBE) AWS BiEla v Y — L THREZMRL T I,
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Cluster WebUl D X vt —

i3

[EEE

Warn monitoring awsazwl. (105 : Invalid availability zone: [ap-northeast-1x])
[EREE

Detected an error in monitoring awsazwl. (5 : Invalid availability zone:.

< [ap-northeast-1x])
EZ5N3EHE

BELLETRATEY T 4 =Y = VP> TV B0, ERIIEELROVATREESE Z 5 E T,
LT E

ELWIRAZE YT 4 =Y =V Z2IELET,

Cluster WebUl D X vt —

[(EHH]
Warn monitoring awsazwl. (106 : Timeout occurred.)
5]
Detected an error in monitoring awsazwl. (6 : Timeout occurred.)
EZZ5NBFERE
UTRoWThhrr3EZ o ET,
e AWSCLI 2= Y FPL— b7 =702 NAT OREI AR T O F I —N—2 Y OHHTY —
Yarvoxry FRA Y FEBEETERVIKETH 2AMREMENEZ oM E T,
o J— FOEAMIC X 2B,
RLTTE

MUFEHERLE T,

e NATZF—F Y 2 AANDIL—T 4 VIDREFATHZZ L,

o RTYIMRTA4NERY YITTHREEIATVARNVI L,

e JL—bFTFT =T, NAT, 70F P —N—DFELMHRL T IV,

o AWS BERICBWTHER Ghf) o [2 4 477 M A5 AWS CLI ETICHE R RN EofE % 3%
ELTWEZr, AWSAZ =XV Y —2FLIFD AWS CLI #EI{TLTWE S, FHNCT
AWS CLI Z%E1T L, HERFMZFHEIL T X0,
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# aws ec2 describe-availability-zones

. - FOBEFHOBRAE. EFERERDBOT EE,
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F10E

AR - fIPREIR

10.1 VPC T CLUSTERPRO Zz#IR 3 31&8 D ESFEHE

VPC BT CLUSTERPRO ZHMH$ 2B%iC, UTFD XS BRIEEHELID D £7,
18—y bELIBERZS VPCHE5DT7 IR

AWS flloHRICE D, 4 VR =%y FEIEERL 2 VPC LD 5472 b6, AWSRAEEIP VY — T
NELVIP 7 RLRZIBEL T 7L AT EZLETERVWI L 2R LTVWES, A v&—3%v b
DIZIATY T 7EATHEAIE. AWS ElasticIP VY — 2 TG L EIP 7 RLAZRIEELTT
JEALTLEZV, 87225 VPC LOZ 747V v 57 72 RT3551E. AWSDNS VY -2k -
T Amazon Route 53 IZEF L7z DNS % Z248E LT, VPC Y7V ¥ FHEHIEHTY 7 A LT ZE W,

F72. LF®D CLUSTERPRO 7 4 ¥ %707 {BEIZL TLZENW,
https://jpn.nec.com/clusterpro/blog/20190610.html

£43% VPCH50D VPC E7 Y JHE#HEREATOT7 V1R

AWS AP VY —R1E, VPC YTV Y I7HEREZREHLTOT 7 e ARERGAETIENHEST 2 Z 2T
EFHA, ZHUE, VIPELTHHATSIP 7 KL D VPC OHFANTH 2 Z L ZHHHEL LTEBH, 20
EOKIP7 RLRIZVPC ¥7 ) ¥ JERTIRENE AREINZ/20TT, VPC YTV ¥ IR EFEHL
TOD7 7 A EEE1E. Amazon Route 53 ZF|H 32 AWSDNS VY —ZAZfFH L TL Z&EW,

VPC TV RRA1 Y OER

VPC =Y RRAVIEFHTZZIET, 7794R— A2y b —FTH NATR /R F I H—NEHET S
Z 272 < AWS CLIZ & % Amazon EC2 O¥ — B R HlfHIAFHET S, ZD7® IVIPHlfc X2 HA 7 5
AR | REBIZBWT NAT O DI VPC =¥ RRA ¥ v E2EHAT2 2 23[R & b £9, KB, VPC
TV RRA Y MEERRRICH — 240 "ec2" TRDLLBDERIRT ZDERH D T3,
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F72. VPCZY RRA VM EFEHATAHETDH, A VARV ADF Y FA4 VT v T TF—FREI 2— LK
= RDEDHDA VR —Fv VTR, B, VPC Y FRA Y FINEL THRWL AWS D7 5
U R - RN TBE 77 ERETIGEEE. JENAT 75— b = A R BB D 3,

CLUSTERPRO TiZ VPC =Y FBA ¥ F RIS ET B 2L I3 TEEHA,
AWS CLI BHEICTH#EIR L7 VPC =Y FEA Y M2 FHL XD,

TN—=FNY—=ZRELUVEZZ) Y —ROHEEEHIR
PDFO==a7 V2B LTSN,

o IZX—=1+7 w74 ¥y - NEERIREIE) - TAWS Elastic IP UV ¥ — ZDEEICDWT

o 22—V 7 v 7H4 Ry - NEEHIREIE) - TAWS FAEIP VY — ZDOFREICDOWT

o TRZ—V 7w THA VI - TTEERIREIH) - TAWS ©H 2 XV IP VY — ZDREITDOWT

o TRZ—V 7w THA R - TEERIREIE] - TAWSDNS VY — ZDOFREIZDOWT

o TR&—+7v7HA Ry - NEEKIBREIE] - TAWSDNS £E=% 1 Y —ZADFEICDWVT]
I —T1 RV DMRE

Multi-AZ T HA 27 5 AR 2HRET 2 L. 4 VARV ABOFEEDEEN 2 Z 212 & 3 TCP/IP OIHEEIE
DFREL., 37—V VT IHEBEZTLAREEDLH D 7,

Fh. IAFTF U MDD, MO AT LAOMEHRNA I F7—V Y FOMRICHEL 5T, FiloM
25 727 FEREETIE, PHEREES R LIRS GE2 27 FERED) ICHRTI 7 —F 1 227 0%
REDEDKRELRB (T 7—T 4 A7 DHREDHRIKZ L 2 2) EHEICHD 3,
FEZAAERZENT L2 ATLADEHEIIE, RO 72 —XZBVT, ZORZ THELILS WV,

AWS TV RRA Y FMELEDORE

AWSDNS £E=&X VY —=XF, VY —RALa— Rty b DFEHEZEDHIZ AWS CLI ZHHL TVWET,
ZD7D AWS TV RRA Y DX VT F Y AREEB LUy MV — 7 RBEOEEREBEDOREICL S

7 2 A NG —NEREIBRWDHIZIE, AWSDNS E=& U Y — 2O [AWS CLI < > FIEERIGSHR
BifF] OEIZ. THEEEZ ET LRV (BE2RRT 2)) HEIEZFEIT LR (BE2RRLRWV))
DVFThh e LTI, HEBEICESENIR RSN HEE. TEEEIEZET LRV (BEEE2RRLRWV)
ZHEREL %5

CLUSTERPRO THRETZT1 RITNA X%

AWS BREETIEA ¥ A 2 2O FHEEIE L/, Amazon EBS RV 2 — 2D F7 X v F/7 Xy FEFEITXD
NVMe Amazon EBS RV 2 —ADFNA X7 7 A4 V% (fl /[devinvmeOnl) DEBE XN ZLGERH D T,
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ZDD, TAARTZRIV—A(FTARAIZIVY =R, 2 7—F4 A7 VYV —2%F) THIHIT 2 784 241
NVMe Amazon EBS RV 2 —ADTFNA AT 7 ANZERETD L. £ VARV ZADBHEEFFEEIT- 72
W2, TNART 7 ANEREBRIN, T4 AT7HR)Y —ADEENTEKBT 20/ 5EELH D 5,

AREFIZOWVWTIEX, LTFOWTNrDFENINEKE 2D T,

o FUHRATRV YV —ADTNA R LVM DAY 2 — 24 % H/ET S

T4 AT RV Y = RAO T AN A RAHK bydid # (Bl /dev/disk/by-id/nvme-
Amazon_Elastic_Block_Store_vol***) % &E T %

T—TARIDT—=RA=F 4> arZ INGM THEL TWa5E, EHzELT ekl 7—
4T a Y ERIBRT 5 ZENTEET,

10.1. VPC T CLUSTERPRO Z#IH 7 315 D:F2HIH 121
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11.1 R5FHE

s AHEDONFIZ, THARLKEHEINLZZEDRDHD XT,

o HABBSMKRA X, AFOHAMAS LU < BHRE LOMEW, RIFIZOWT, —YEEEZBVEEA, £
Too BERDBRSNZHRZEL7201C, AFI - EA, FHBICEHRIRICOZEL TR, 8%
HOHMLE SETWEEEET,

s ARICHBEIN TV LINAEDEFHL, HABSKAZITCREL 23, AFBONEFDO Il 7zid&ilz H
KRESKRASHLOFFHER LICER, B, BIOERT 2 23 hTtwEd,
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11.2 BHIREHR

CLUSTERPRO °® 1%, HAESMKASAMOEREAE T,

e Linux %, Linus Torvalds fXDKEB X FZ DMDEN BT 2 E8FEET T,

Python &, Python Software Foundation D& SRRIIE T3,

» Amazon Web Services B X L TRTD AWS BIEDFEE, O RICZDMD AWS D757 4 v 7, v,
R=TIANy E— REr74ay, A7V, =L RE&GEZF. KEBLSL ELEZFoMMoEICBIT 3.
AWS OFtE, BEREEERLE ML —F FL R TS,

AECEH SN2 o oR S LR, BSHLOEEE I 3BErEE T,
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