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1.1. ApplicationMonitor

1.1.1.

am_cmn_XXXX: Fatal error.

ApplicationMonitor

am_cmn_XXXX: Fatal error, invalid argument.

ApplicationMonitor

am_cmn_XXXX: Fatal error, send buffer overflow.

ApplicationMonitor

am_cmn_XXXX: Fatal error, receive buffer overflow.

ApplicationMonitor

am_cmn_XXXX: ( ) failed: XXXX.

ApplicationMonitor



am_cmn_SpawnCommand: Failed to XXXX.

ApplicationMonitor

am_cmn_SpawnCommand: Failed to determine UID of XXXX.

am_cmn_SpawnCommand: access: XXXX YYYY

am_cmn_SpawnCommand: ( ): XXXX

ApplicationMonitor

am_cmn_SpawnMonitor: Command name too long.

ApplicationMonitor

am_cmn_SpawnMonitor: Executable path length exceeded.

ApplicationMonitor

am_cmn_SpawnMonitor: Failed to export environment variables.

ApplicationMonitor



1.1 ApplicationMonitor

am_cmn_SpawnMonitor: No executable path found.

ApplicationMonitor

am_cmn_SpawnMonitor: Too many arguments.

ApplicationMonitor

am_cmn_malloc: Failed to allocate memory. (size=XXXX) (errno=YYYY)

ApplicationMonitor

am_cmn_proc_lock: XXXX: YYYY

ApplicationMonitor

am_cmn_recvmsg: Failed to allocate memory.

ApplicationMonitor

am_cmn_recvmsg: Read terminated abnormally.

ApplicationMonitor



am_cmn_sendmsg: Failed to allocate memory.

ApplicationMonitor

am_cmn_sendmsg: Write terminated abnormally.

ApplicationMonitor

am_cmd_recv_msg: Failed to allocate memory.

ApplicationMonitor

am_cmd_send_msg: Failed to allocate memory.

ApplicationMonitor

am_cmd_send_msg: Write terminated abnormally.

ApplicationMonitor

am_cmd_send_msg: Invalid argument(XXXX).

ApplicationMonitor



1.1 ApplicationMonitor

am_cmd_send_msg: Send buffer overflow.

ApplicationMonitor

am_monrecv_data: recv() failed: recv() is no response or lllegal data was input or

Returned error from monitor at request type as SHOW.

SHOW

ApplicationMonitor

am_monsend_data: send() failed: Failed to send data.

ApplicationMonitor

am_monrecv_data: recv() failed: XXXX(0 byte read).

ApplicationMonitor

am_monsend_data: XXXX failed: YYYY.

ApplicationMonitor

am_cmn_spawnmonitor: Failed to XXXX.

ApplicationMonitor



am_cmn_spawnmonitor; Failed to determine UID of XXXX.

am_cmn_spawnmonitor; fork: XXXX

ApplicationMonitor

am_cmn_spawnmonitor: execve: XXXX

ApplicationMonitor

ApplicationMonitor

am_cmn_spawnmonitor: ( ): XXXX

ApplicationMonitor

am_put_dump: fopen: XXXX

ApplicationMonitor

am_put_dump: write: XXXX

ApplicationMonitor



1.1 ApplicationMonitor

am_put_dump: ( ): XXXX

ApplicationMonitor

ID: (XXXX) failed: XXXX.

ApplicationMonitor

ID :lllegal data length(XXXX).

ApplicationMonitor

ID :Incomplete header.

ApplicationMonitor

ID :Check-sum error.

ApplicationMonitor

ID :Bad application format in UDP datagram.

ApplicationMonitor

ID :Invalid data length of UDP datagram from XXXX.

ApplicationMonitor



ID :Detected configuration mismatch in UDP datagram from XXXX.

ApplicationMonitor

ID :Bad source address XXXX

ApplicationMonitor

ID :Failed to receive UDP datagram.

ApplicationMonitor

ID :Failed to malloc. XXXX

ApplicationMonitor

ID :Failed to validate packet stamp.

ApplicationMonitor

ID: . Failed (): XXXX

ApplicationMonitor

ID] (): XXXX

ApplicationMonitor



1.1 ApplicationMonitor

[ ID ] Failed to allocate memory. status: XXXX

ApplicationMonitor

[ ID ] read_conf: file does not exist. or can not read default parameter.

ApplicationMonitor

pthread XXXX() YYYY.

ApplicationMonitor

1.1.2.
am_cmn_SpawnMonitor: Failed to export TZ.

TZ

ApplicationMonitor

: Ilgnoring data.

ApplicationMonitor

ID :Unexpected data arrived.

ApplicationMonitor



[ ID ] read_conf: Read default errornumber

[ ID ] read_conf: Can not open file. (XXXX)

ApplicationMonitor

[ ID ] read_conf: line buffer overflow (less than XXXX characters/line).
1
[ ID ] read_conf: Invalid filter type.

ERROR_CODE_TYPE

[ ID ] read_conf: Syntax error.

[ ID ] read_conf: It is empty filter type.

ERROR_CODE_TYPE

[ ID ] read_conf: ERROR_CODE_TYPE' parameter is in error or is not

specified.

ERROR_CODE_TYPE

10



1.1 ApplicationMonitor

[ ID ] read_conf: Invalid value. status: XXXX.

Oracle

[ ID ] read_conf: Buffer overflow XXXX.

[ ID ] read_conf: 'ERROR_CODE_TYPE' parameter is not specified.

ERROR_CODE_TYPE

Activation failed. Product key name is not been entry.

ApplicationMonitor

XXXX: Activation failed. Code word is generated by different product key name.

ApplicationMonitor

XXXX: Activation failed. Code word is generated by different host ID.

ID

ApplicationMonitor

XXXX: Activation failed. Trial term is expired.

ApplicationMonitor

11



XXXX: Activation failed. YYYY error. (ZZZZ)

ApplicationMonitor

meta-control timed out.

1.1.3.

am_cmn_recvmsg: Pipe closed by peer.
PIPE

ApplicationMonitor

ID :XXXX instance stall, but oracle interconnect is error or oracle process is

error occurred.
XXXX

Oracle Oracle

ApplicationMonitor

ID :XXXX instance stall, but oracle is re-config occurred.

XXXX

Oracle

ApplicationMonitor

12



1.2 ApplicationMonitor

1.2. ApplicationMonitor

CLUSTERPRO MC ApplicationMonitor 2.0 for Linux

1.2.1.

system error.

ApplicationMonitor

can not allocate memory. (errno=XXXX)

ApplicationMonitor

can not open'’ ". (errno=XXXX)

ApplicationMonitor

can not creat ". (errno=XXXX)

ApplicationMonitor

13



can not lock* ". (errno=XXXX)

ApplicationMonitor

can not read" ". (errno=XXXX)

ApplicationMonitor

can not write' ". (errno=XXXX)

ApplicationMonitor

: version error.

ApplicationMonitor

: revision error.

ApplicationMonitor

: data buffer overflow (less than XXXX KBytes).

14



1.2 ApplicationMonitor

. data size error.

ApplicationMonitor

. header size error.

ApplicationMonitor

: checksum error.

ApplicationMonitor

: decode error.

ApplicationMonitor

: encode error.

ApplicationMonitor

. line buffer overflow (less than XXXX characters/line).

> unmatched "™'.

15



. syntax error.

. itis empty value.

:unknown parameter.

. parameter error.

invalid value.

: number value is out of range (e.g. XXXX - YYYY).

: buffer overflow (less than XXXX characters).

invalid value (e.g. XXXX|XXXX...).

: unknown host XXXX.

16



1.2 ApplicationMonitor

. statement error.

: statement id error.

. start of statement error.

: end of statement error.

: maximum of NODE_NAME error (maximum = XXXX).

:'XXXX' is already exists.

: Node XXXX statement is already exists.

Node

: POLL_INTERVAL is not the same as other node.
POLL_INTERVAL
InstanceMonitor POLL_INTERVAL

17



: All GET_STATS parameter is NO.
GET_STATS NO
Stats Stats
GET_STATS NO
StatsMonitor

: NODE_NAME is not defined.
NODE_NAME
Node NODE_NAME

: MONTYPE is not defined.
MONTYPE
MONTYPE

: ORACLE_SID is not defined.
ORACLE_SID
ORACLE_SID

: ORACLE_BASE is not defined.
ORACLE_BASE
ORACLE_BASE

: ORACLE_HOME is not defined.
ORACLE_HOME
ORACLE_HOME

: ORA_NLS is not defined.
ORA_NLS
ORA_NLS

: SHLIB_PATH is not defined.

SHLIB_PATH
SHLIB_PATH

18
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1.2 ApplicationMonitor

: NET_SERVICE_NAME is not defined.
NET_SERVICE_NAME
NET_SERVICE_NAME

: TABLE_USER is not defined.
TABLE_USER
TABLE_USER

: TABLE_PASSWORD is not defined.
TABLE_PASSWORD
TABLE_PASSWORD

: ORACLE_USER is not defined.
ORACLE_USER
ORACLE_USER

: ORACLE_PASS is not defined.
ORACLE_PASS
ORACLE_PASS

: Node XXXX statement is not defined.
Node
NODE_NAME Node

: TableSpace statement is not defined.
TableSpace
TableSpaceMonitor

TableSpace

. Stats statement is not defined.
Stats

StatsMonitor Stats

Stats

19
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: statement id is not defined.

: end of statement is not found.

number of NODE_NAME is different.

NODE_NAME is different.

MONTYPE is different.

MONTYPE

SERVICE_PORT is different.

SERVICE_PORT

SERVICE_PORT

ADMIN_PORT is different.

ADMIN_PORT

ADMIN_PORT

20



1.2 ApplicationMonitor

number of ADMIN_ALLOW_NODE is different.

ADMIN_ALLOW_NODE is different.

: ORACLE_SID is different.
ORACLE_SID

ORACLE_SID

: ORACLE_BASE is different.

ORACLE_BASE

ORACLE_BASE

: ORACLE_HOME is different.

ORACLE_HOME

ORACLE_HOME

: ORA_NLS is different.

ORA_NLS
ORA_NLS

21



: SHLIB_PATH is different.
SHLIB_PATH
SHLIB_PATH

: NLS_LANG is different.
NLS_LANG
NLS_LANG

: TNS_ADMIN is different.
TNS_ADMIN
TNS_ADMIN

:number of ListenerMonitor is different.

ListenerMonitor

ListenerMonitor

: ListenerMonitor id is different.

ListenerMonitor

ListenerMonitor

: NET_SERVICE_NAME is different.

NET_SERVICE_NAME

NET_SERVICE_NAME

22



1.2 ApplicationMonitor

> number of TableSpaceMonitor is different.

TableSpaceMonitor

TableSpaceMonitor

: TableSpaceMonitor id is different.

TableSpaceMonitor

TableSpaceMonitor

:number of StatsMonitor is different.

StatsMonitor

StatsMonitor

: StatsMonitor id is different.

StatsMonitor

StatsMonitor

: MONITOR_USER is different.

: maximum of SITE_NODE error (maximum = XXXX).

23



: maximum of PRIMARY_NET_SERVICE_NAME error (maximum =
XXXX).

: DB_UNIQUE_NAME is not defined.
DB_UNIQUE_NAME
DB_UNIQUE_NAME

: SITE_NODE is not defined.
SITE_NODE
SITE_NODE

: PRIMARY_NET_SERVICE_NAME is not defined.
PRIMARY_NET_SERVICE_NAME
PRIMARY_NET_SERVICE_NAME

: unmatched Destination Statement id.
Destination

DataGuardSite Destination

: Destination Statement is not defined.
Destination
Transport Destination

Destination

: Transport Statement is not defined.
Transport
StandbyDatabaseMonitor Transport

Transport

24



1.2 ApplicationMonitor

- INTERSITE_PORT/ADMIN_PORT error.
INTERSITE_PORT ADMIN_PORT

INTERSITE_PORT ADMIN_PORT

: OWNER_NAME is not defined.

OWNER_NAME

OWNER_NAME

: PDB_NAME cannot be CDB.

PDB_NAME CcDB
Table PDB_NAME CbhB
PDB Table PDB_NAME

unknown error.

ApplicationMonitor

(XXXX) failed: YYYY.

ApplicationMonitor

1.2.2.

Loading XXXX configuration file YYYY.
YYYY

25



1.3. (oramond)

1.3.1.

usage: XXXX [-C <component ID>]

Failed to expand initial environment.
ApplicationMonitor

ApplicationMonitor

ApplicationMonitor

ID :Only super-user can execute XXXX.
root
root
ID: XXXX.
ApplicationMonitor
ID :Non-master node cannot accept administration request.
MASTER
ApplicationMonitor

ID :Failed to accept administration client.

ApplicationMonitor

26



13

:Administration sequence violation. XXXX

ApplicationMonitor

:Invalid administration client.

ApplicationMonitor

:Not implemented yet.

ApplicationMonitor

:Fatal error occurred

ApplicationMonitor

:Fatal error in main loop.

ApplicationMonitor

:Fatal error in restructure phase.

ApplicationMonitor

:Local node configuration is not in XXXX.

ApplicationMonitor

27
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ID :Failed to initialize UDP socket.
UDP

ApplicationMonitor

ID :Failed to collect cluster membership, ELECTION_ACK_TIMEOUT is too

short for the system.

ELECTION_ACK_TIMEOUT

ApplicationMonitor

ID :Failed to handle disaster information.

ApplicationMonitor

ID :Failed to Execute script " XXXX".

ApplicationMonitor

ID :Failed to send request to monitor.

ApplicationMonitor

ID :Failed to update tablespace statistics.

ApplicationMonitor

28



1.3 (oramond)

ID :Failed to update diskspace statistics.

ApplicationMonitor

ID :Failed to update stats statistics.

ApplicationMonitor

ID :Failed to update standbydb statistics.

ApplicationMonitor

ID :Failed to read configuration (XXXX).

APPLY

ApplicationMonitor

ID :Failed to disconnect terminal XXXX.

ApplicationMonitor

ID :Failed to chdir() to BASE XXXX YYYY.

ApplicationMonitor

29



:Failed to modify process attribute.

ApplicationMonitor

:Failed to acquire lock file XXXX.

ApplicationMonitor

:Failed to determine current time.

ApplicationMonitor

XXXX early startup failure.

ApplicationMonitor

:Internal error (Not NULL).

ApplicationMonitor

:boot timeout occurred.

ApplicationMonitor

‘received data is inaccurate.

ApplicationMonitor

30



13

:received header-status is inaccurate.

ApplicationMonitor

:received header-type is inaccurate.

ApplicationMonitor

:Inaccurate data was received.

ApplicationMonitor

:Failed to receive message.

ApplicationMonitor

XXXX invalid reply. (YYYY)

ApplicationMonitor

:Failed to receive.

ApplicationMonitor

:XXXX sequence violation.

ApplicationMonitor

31
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ID :Failed to get size of XXXX sg.
XXXX

ApplicationMonitor

ID : XXXX dumping failed.

Oracle

Oracle

ID :XXXX restart retry over.

ApplicationMonitor

ID :XXXX administration request timed out.

ApplicationMonitor

ID :Failed to get sg-size.

ApplicationMonitor

ID : XXXX status is YYYY.

ApplicationMonitor

32
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ID

:pthread _XXXX.

ApplicationMonitor

:Initialization failed.

ApplicationMonitor

( failed.

ApplicationMonitor

() XXXX.

ApplicationMonitor

:Internal error occurred.

ApplicationMonitor

:argument is inaccurate.

ApplicationMonitor

:Failed to initialize.

13
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ID :Not find value from list of parameters.

ApplicationMonitor

ID :admSocklinit: Failed (): XXXX

ApplicationMonitor

ID :Failed to kill XXXX
XXXX KILL

ApplicationMonitor

ID :Failed to connect(). site is XXXX.: YYYY

ApplicationMonitor

1.3.2.

ID :Unauthorized access to administration interface from XXXX.

ID :Administration interface timed out.

ApplicationMonitor

34



1.3 (oramond)

ID :UDP read error
UDP

ApplicationMonitor

ID :UDP unknown message #XXXX.

ApplicationMonitor

ID :Detected sequence violation.

ApplicationMonitor

ID :Node XXXX YYYY timed out.

ApplicationMonitor

ID :meta-control timed out. Current retry count ( XXXX/YYYY).

ID :Oracle disaster detected on node XXXX.
Oracle

Oracle

35



:Heartbeat timeout.

ApplicationMonitor

:No response from MASTER.

MASTER

ApplicationMonitor

:oramond on this node is terminated.

:Failed to boot XXXX.

:XXXX failed to accomplish restart operation.

ApplicationMonitor

XXXX retry over.

ApplicationMonitor

36



1.3 (oramond)

‘Restart XXXX after YYYY seconds. (ZZ2Z/2727)

:Failed to send request to instmond. (XXXX)

ApplicationMonitor

:XXXX disaster action timed out.

ApplicationMonitor

:no reply for node #XXXX

ApplicationMonitor

XXXX interconnect down. (YYYY)

ApplicationMonitor

:XXXX stall occurred.

ApplicationMonitor

37



XXXX down retry over.

ApplicationMonitor

:XXXX stall retry over.

ApplicationMonitor

XXXX error retry over.

ApplicationMonitor

XXXX down retry. (YYYY/YYYY)

XXXX stall retry. (YYYY/YYYY)

XXXX error retry. (YYYY/YYYY)

(XXXX status is YYYY.

ApplicationMonitor

38



1.3 (oramond)

:Terminating.

XXXX restart error.

ApplicationMonitor

:XXXX verification action timed out.

ApplicationMonitor

:Halt action timed out.

ApplicationMonitor

:XXXX. Failed to getting primary site information.

ApplicationMonitor

:XXXX. Failed to checking broker process.

Oracle Data Guard Broker

Oracle Data Guard Broker

:Broker check: Not supported. db_unique_name is null.

Oracle Data Guard Broker

39



ID :Failed to Execute broker command " XXXX".

Oracle Data Guard Broker

ApplicationMonitor

ID :Intersite communication interface timed out.

ApplicationMonitor

ID :Primary site is unknown. XXXX.

ApplicationMonitor

1.3.3.

ID :Administration interface is busy.

ID :Administration interface is not ready.

ID :Monitoring suspended.

ID :Monitoring resumed.

40



1.3 (oramond)

:disconnecting oraadmin.

:All scheduled action is finished.

:Remote disaster action on XXXX finished.

:Halt allowed node is not exist now.

:Halting node XXXX. status is YYYY.

:Permitting Oracle access on node #XXXX.

:Forming complete.

:AM cluster membership:

:No.

41



:AM cluster shifts to disaster mode.

:AM cluster does not have any effective disaster action.

:Dumping on XXXX is scheduled.

:Scripting on XXXX is scheduled.

:Waiting all disaster action finished, max XXXX sec.

:XXXX has been suspended, skipping.

:XXXX configured as NEVER halting node, skipping.

NEVER

:XXXX configured as OUTLIVE node.

OUTLIVE

42



1.3 (oramond)

:Failure on XXXX seems to be recovered.

:Selecting halt target node.

:Reconstruction enforced.

:Cluster forming timed out.

‘restart election.

:Local node has been shifted to disaster mode.

:Local dumping started (max XXXX sec).

:Local dumping completed.

:Local dumping timed out.

43



:Local dumping skipped.

:Local dumping not ready.

:Local scripting started (max XXXX sec).

:Local scripting completed.

:Local scripting timed out.

:Local scripting skipped.

:Issuing AM cluster reconstruction.

:Detecting other AM.

:Forming an AM cluster as MASTER.

MASTER

44



1.3 (oramond)

:Joining an AM cluster as SLAVE. MASTER node is XXXX.

SLAVE

:Monitoring activity on local node will be restarted after XXXX seconds.

XXXX

:Monitoring activity on local node is started.

:Terminating XXXX.

XXXX

(XXXX terminated.

XXXX

:Executing script "XXXX".

XXXX: generate YYYY byte output.

YYYY

XXXX dumping completed.

XXXX dumping failed.

45



XXXX dump success. (YYYY/YYYY)

XXXX dump fail. (YYYY/YYYY)

:XXXX target listener has been restarted.

:XXXX failed to restart target listener.

:XXXX does not start monitoring on SECONDARY node.

XXXX target instance is PRIMARY_INSTANCE.

XXXX target instance is SECONDARY_INSTANCE.

XXXX target instance is STANDBY_DATABASE.

:XXXX started.

46



1.3 (oramond)

:XXXX restarting by resume request.

:XXXX status reconfirmed as UP by retry operation.

up

(XXXX status is YYYY.

:Loading configuration file XXXX.

:Restructuring enforced.

‘Restructuring complete, restarting.

:ApplicationMonitor XXXX

:Logging level is XXXX.

:poll_timeout was changed (XXXX -> YYYY).

POLL_TIMEOUT

47
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:Reconfig timer has been set to XXXX sec.

XXXX

:Reconfiguration started.

Oracle

:Reconfiguration timed out.

:Reconfiguration complete.

Oracle

:Completed instance recovery, XXXX.

Oracle

:Status is up, so completed instance recovery, XXXX.

upP Oracle

:Begin XXXX process.

:Local scripting is cancel.

:Local dumping is cancel.

48



13

Oracle Clusterware

:Local OCW retry over.

Oracle Clusterware

:Local OCW verifying skipped.

Oracle Clusterware

:Local OCW verifying timed out.

Oracle Clusterware

:Local OCW verifying completed.

Oracle Clusterware

:Notifies of final status.

XXXX: instance retry over.

:XXXX: instance retrying.

49

(oramond)

:Local OCW verifying started (max XXXX sec).

Oracle Restart

Oracle Restart

Oracle Restart

Oracle Restart

Oracle Restart



:Scheduled verification action is finished.

:OCW verifying XXXX is scheduled.

Oracle Clusterware Oracle Restart

:Waiting verification action finished, max XXXX sec.

sinstance of XXXX is restarted.

:Restart timeout occurred.

XXXX

:Restarting timer is canceled.

:Waits for the last notice.

‘Returns to usual check mode (instance check).

50

‘Restarting timer has been set to XXXX sec. node of the origin is YYYY.

YYYY



1.3 (oramond)

:instance monitoring of XXXX shifts to repetition check mode.

:Start monitoring, XXXX.

:Switchover timed out.

Oracle Data Guard

:ASM restart timed out.

ASM

:Switchover completed.

Oracle Data Guard

:ASM restart completed.

ASM

:Switchover started(max XXXX sec).

Oracle Data Guard

:ASM restarted(max XXXX sec).

ASM

:Primary site is XXXX.

51



ID :Action as standby site.

ID :Action as primary site.

ID :Intersite communication disconnected.

52



1.4.

1.4.1.

1.4 (instmond)

(instmond)

XXXX: Invalid argument YYYY
Usage: ZZZZ [-C <component id>]

Usage

Failed to check argument(s).

[ ID ] Failed to mkdir XXXX: YYYY

ApplicationMonitor

[ ID ] Failed to changing work directory. XXXX

ApplicationMonitor

ApplicationMonitor

[ ID ] Failed to set error argument. status: XXXX

Oracle

ApplicationMonitor

53

Oracle



ID ] Failed in the start of child process.

ApplicationMonitor

ID ] inst_spawnmonitor: (): XXXX

ApplicationMonitor

ID ] Failed to receive XXXX

ApplicationMonitor

ID ] Failed to send startup message.

ApplicationMonitor

ID][ ID ] Failed to send XXXX message.

ApplicationMonitor

ID ] Failed to reply message (XXXX).

ApplicationMonitor

ID] (): invalid message type.

ApplicationMonitor

54



1.4 (instmond)

ID][ ID] (): invalid status

ApplicationMonitor

ID ] Failed to get table list. status: XXXX

ApplicationMonitor

ID ] Failed to get tablespace list. status: XXXX

ApplicationMonitor

ID ] Failed to get pdb list. status: XXXX
PDB

ApplicationMonitor

ID ] Failed to allocate memory. status: XXXX

ApplicationMonitor

ID ] Failed to decode sg data. status: XXXX

ApplicationMonitor

ID ] Failed to encode sg data. status: XXXX

ApplicationMonitor

55



ID ] Received unknown message type XXXX.

ApplicationMonitor

ID ] sg_check: Failed to allocate memory. status:XXXX

ID][

D]

D]

D]

ApplicationMonitor

ID ] Failed to connect XXXX.
Oracle

ApplicationMonitor

ID ] Cannot switch pluggable database to XXXX.
PDB

ApplicationMonitor

ID ] Failed to get oracle info.
Oracle

ApplicationMonitor

ID ] Failed to run check.
Oracle

ApplicationMonitor

56



1.4 (instmond)

[ ID ] check_table: Failed to XXXX.
ApplicationMonitor

Oracle
[ ID ] execute_select: Failed to XXXX
ApplicationMonitor
Table
ApplicationMonitor

[ ID][ ID ] XXXX [malloc()|realloc()] failed: YYYY

ApplicationMonitor
[ ID][ ID ] Cannot allocate memory for XXXX descriptor.

ApplicationMonitor
[ D] ID ] Failed to Allocate memory for the select and bind

descriptors.

ApplicationMonitor

57



[ ID ] select(): Error occurred XXXX. YYYY
select()

ApplicationMonitor

[ ID ] sql_error:Oracle error occurred. ORACLE_ERROR_CODE

SQL
ApplicationMonitor
Oracle
Oracle
Oracle ApplicationMonitor
Oracle
Oracle Database
[ ID][ ID ] exec_statement: failed to sql statement
SQL
ApplicationMonitor
[ ID][ ID ] XXXX: YYYY is inaccurate.

ApplicationMonitor

[ ID ] Failed to XXXX.

ApplicationMonitor

[ D] () failed: XXXX

ApplicationMonitor
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1.4 (instmond)

[ D] () : Failed to connect with Oracle.
Oracle

Oracle

1.4.2.

[ ID ] Pipe closed by peer.
PIPE

ApplicationMonitor

[ ID ] Failed to send message (XXXX).

ApplicationMonitor

[ ID ] inst_check: Cannot switch container database (XXXX).
CDB

Oracle

[ ID ] inst_check: Database not open (pdb is XXXX).

PDB
Oracle
[ ID] () : Cannot switch pluggable database to XXXX.
PDB
Oracle
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[ ID ] check_table: Allowable error XXXX.

Oracle

[ ID ] user_table_check: Allowable error occurred:select user table.
Table

Oracle

[ ID ] execute_select: Allowable error (for table XXXX) (YYYY).

Oracle

[ ID ] sql_error: Allowable error occurred. ORACLE_ERROR_CODE

Oracle

Oracle Oracle
Oracle Oracle

Database

60



1.4 (instmond)

ID ] reconnection. ORACLE_ERROR_CODE

Oracle
Oracle Oracle
Oracle Oracle
Database
ID][ ID ] State of trace-log cannot be confirmed.

ApplicationMonitor

ID ] Pluggable database not open.(pdb = XXXX)
PDB

Oracle

ID ] Some pluggable database not open.
PDB

Oracle

ID ] Failed to check history of dump.

ID ] Use initial file name for dump.

ApplicationMonitor
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[ ID ] XXXX stall occurred.

ApplicationMonitor

1.4.3.

[ ID ] No process. (hame=XXXX)

ApplicationMonitor

[ ID ] Restart process. (name=XXXX)

[ ID ] Target file is re-opened.

[ ID ] Passage of interval. status is UP

[ ID ] Agreed to XXXX-statement.(YYYY)

[ ID ] Disaster decision message has been output. status is STALL.

[ ID ] Disaster detected in repetition check mode.
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15 (Isnrmond)

1.5. (Isnrmond)
2
1.5.1.
XXXX: Invalid argument YYYY
Usage: XXXX [-C <component id>] -s <listener name>
Usage
Failed to check argument(s).
[ ID][ ] Failed to changing work directory. XXXX
ApplicationMonitor
ApplicationMonitor
[ ID][ ] Socket initialize failed.
ApplicationMonitor
[ ID][ ] Failed to set error argument. status: XXXX
Oracle Oracle

ApplicationMonitor
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D]

ID][

D]

ID][

D]

D]

] Failed to load sg data. status: XXXX

ApplicationMonitor

] Failed to search sg data. status: XXXX

ApplicationMonitor

] Failed to XXXX.

ApplicationMonitor

] XXXX retry over, so going down.

ApplicationMonitor

] Failed to receive XXXX

ApplicationMonitor

] Failed to send startup message.

ApplicationMonitor
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15 (Isnrmond)

ID][ ] Failed to send message.

ApplicationMonitor

ID][ ] Received unknown message type XXXX.

ApplicationMonitor

ID][ ] Isnrmond: Failed to allocate memory. status: XXXX

ApplicationMonitor

ID][ ] Failed to am_monsock_cmdrecv().

ApplicationMonitor

ID][ ] Failed to send monitor status data.
SHOW

ApplicationMonitor

ID][ ] Received unknown request.

ApplicationMonitor

ID][ ] Failed to send command status

ApplicationMonitor
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[ ID][ ] Failed to open(): XXXX

ApplicationMonitor

[ ID][ ] Isnrmond is already running.

ApplicationMonitor

[ ID][ ] unlink(): XXXX

ApplicationMonitor

[ ID][ ] Isnr_check: Failed to access
TNSPING
ApplicationMonitor
[ ID][ ] Isnr_check: Failed to tnsping
TNSPING

ApplicationMonitor
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D]

ID][

D]

D]

ID][

15 (Isnrmond)

] Isnr_restart: Failed to access

ApplicationMonitor

ApplicationMonitor

] ora_exec_command: Failed to XXXX

ApplicationMonitor

TNSPING

ApplicationMonitor

] ora_exec_command: () : XXXX

ApplicationMonitor

MONITOR_USER

ApplicationMonitor

] ora_exec_command: Time-out occurred.

ApplicationMonitor

POLL_TIMEOUT

ApplicationMonitor

] ora_exec_command: Kill process(pid=XXXX).
KILL
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[ ID]I

[ ID]I

[ ID]I

[ ID]I

[ ID]I

] ora_exec_command: rename failed(errno=XXXX).
TNSPING

ApplicationMonitor

] ora_exec_command: Can't get core(errno=XXXX).
TNSPING

ApplicationMonitor

] select(): Error occurred XXXX. YYYY
select()

ApplicationMonitor

] select(): Time-out occurred. Failed to receive Boot-request.
select()
MONITOR_CONTROL
"NO"

ApplicationMonitor

] Isnrmond: TNS error occurred. [ XXXX]

TNS
Oracle
Oracle
Oracle ApplicationMonitor
Oracle Oracle
Database
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1.5.2.

D]

ID][

ID][

ID]I

15 (Isnrmond)

] ocw_restart: Failed to access: XXXX

ApplicationMonitor
ApplicationMonitor

] Pipe closed by peer.
PIPE

ApplicationMonitor

] Isnr_check: Allowable error occurred.:tnsping

TNS

] Isnrmond: Allowable error occurred. [ XXXX]

Oracle
Oracle Oracle

Database
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1.5.3.
[ ID]I[ ] Detected an obstacle(XXXX). Current retry count ( YYYY /
22727).
[ ID][ ] ora_exec_command: Terminated process(pid=XXXX).
[ ID][ ] ora_exec_command: core(XXXX).
TNSPING
[ ID][ ] -- Isnrmond suspend start --
[ ID][ ] -- Isnrmond suspend end --.
[ ID][ ] XXXX retry over.
[ ID][ ] listener retrying.
[ ID][ ] Returns to usual check mode (listener check).
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D]

D]

D]

15 (Isnrmond)

] Monitoring shifts to repetition check mode.

] Disaster detected in repetition check mode.

] Restarting timer has been set to XXXX sec
XXXX
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1.6.

1.6.1.

(tschkmond)
XXXX: Invalid argument YYYY
Usage: XXXX [-C <component id>] -i <id>
Usage

Failed to check argument(s).
[ ID][ ID ] Failed to changing work directory. XXXX

ApplicationMonitor

ApplicationMonitor
[ ID][ ID ] Socket initialize failed.

ApplicationMonitor
[ ID][ ID ] Failed to set error argument. status: XXXX

Oracle Oracle

ApplicationMonitor
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D]

D]

ID][

ID][

ID][

D]

1.6 (tschkmond)

ID ] Failed to getTableSpacePDBList(). status: XXX
PDB

ApplicationMonitor

ID ] Failed to load sg data. status: XXXX

ApplicationMonitor

ID ] Failed to search sg data. status: XXXX

ApplicationMonitor

ID ] Failed to receive XXXX

ApplicationMonitor

ID ] Failed to send startup message.

ApplicationMonitor

ID ] Failed to send message.

ApplicationMonitor
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ID][ ID ] Failed to encode sg data. status: XXXX

ApplicationMonitor

ID][ ID ] Failed to get sg data. status: XXXX

ApplicationMonitor

ID][ ID ] Received unknown message type XXXX.

ApplicationMonitor

ID][ ID ] Load sg data. status: XXX

ApplicationMonitor

ID][ ID ] Consistency check error. status: XXX

ApplicationMonitor

ID][ ID ] tschkmond: Failed to allocate memory. status: XXXX

ApplicationMonitor

ID][ ID ] Failed to am_monsock_cmdrecv().

ApplicationMonitor
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D]

D]

D]

D]

D]

ID][

1.6 (tschkmond)

ID ] Failed to send monitor status data.
SHOW

ApplicationMonitor

ID ] Received unknown request.

ApplicationMonitor

ID ] Failed to send command status

ApplicationMonitor

ID ] Failed to open(): XXXX

ApplicationMonitor

ID ] tschkmond_XXXX is already running.

ApplicationMonitor

ID ] unlink(): XXXX

ApplicationMonitor
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D]

ID][

D]

ID][

D]

ID ] tsc_check: Failed to XXXX

ApplicationMonitor

Oracle

ID ] am_tschk_cmd: Failed to determine calculated current value.

ApplicationMonitor

ID ] am_tschk_cmd: Failed to determine configured limit value.

ApplicationMonitor

ID ] am_tschk_cmd: Failed to determine tablespace check mode.

ApplicationMonitor

ID ] am_tschk_cmd: ¢ XXXX

COMMAND_NAME

ApplicationMonitor
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1.6 (tschkmond)

[ ID]I[ ID ] am_tschk_sense: Current MAX extent size is lower than
configuration limit value. Current MAX extent blocks = XXXX, tablespace_name is
YYYY.

[ ID ][ ID ] am_tschk_sense: Current free space is lower than

configuration limit value. Current free space = XXXX, tablespace_nameis YYYY.

[ ID][ ID ] am_tschk_sense: Detected zero size tablespace: XXXX
[ ID][ ID ] am_tschk_sense: Configuration error occurred.
[ D] ID ] am_tschk_sense: Perhaps configured tablespace_name:YYYY

does not exist.

0
TableSpace
[ ID][ ID] : Failed to select(for tablespace XXXX).
TableSpace
[ ID]I[ ID | am_tschk_sense: Failed to execute script in MAX extent

check.

ApplicationMonitor
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1.6.2.

D]

D]

D]

ID][

ID]I

ID ] am_tschk_sense: Failed to execute script in free space check.

ApplicationMonitor

ID ] select(): Error occurred XXXX. YYYY
select()

ApplicationMonitor

ID ] select(): Time-out occurred. Failed to receive Boot-request.
select()
MONITOR_CONTROL
"NO"

ApplicationMonitor

ID ] sql_error:Oracle error occurred. ORACLE_ERROR_CODE

SQL
ApplicationMonitor
Oracle
Oracle
Oracle ApplicationMonitor
Oracle Oracle
Database
ID ] Pipe closed by peer.
PIPE

ApplicationMonitor
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1.6 (tschkmond)

[ ID][ ID ] Cannot switch pluggable database to XXXX.
PDB
Oracle
[ ID][ ID ] tsc_check: Allowable error occurred: XXXX.
Oracle
[ ID][ ID] - Allowable error occurred(for tablespace XXXX).
Oracle
[ ID][ ID ] sql_error: Allowable error occurred. ORACLE_ERROR_CODE
Oracle
Oracle
Oracle
Oracle Oracle
Database
1.6.3.
[ D] ID ] am_tschk_sense: Succeeded in executing script in MAX

extent check.
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[ D] ID ] am_tschk_sense: Succeeded in executing script in free space

check.
[ ID][ ID ] -- tschkmond suspend start --
[ ID][ ID ] -- tschkmond suspend end --.
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1.7 (fdsmond)

1.7. (fdsmond)

1.7.1.

fdsmond_XX: Invalid argument YYYY
Usage: fdsmond_XX [-C <component id>]

Usage

Failed to check argument(s).

[ ID ] Current free space is lower than configuration limit value. Current free
space = NN%, MountPoint is XXXX.
XXXX

[ ID ] Failed to am_monsock_cmdrecv().

ApplicationMonitor

[ ID ] Failed to changing work directory. XXXX

ApplicationMonitor

ApplicationMonitor
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ID ] Failed to encode. status:DiskSpaceStat

ApplicationMonitor

ID ] Failed to load sg data. status: XXXX

ApplicationMonitor

ID ] Failed to receive XXXX

ApplicationMonitor

ID ] Failed to search sg data. status: XXXX

ApplicationMonitor

ID ] Failed to send command status

ApplicationMonitor

ID ] Failed to send message.

ApplicationMonitor
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1.7 (fdsmond)

ID ] Failed to send monitor status data.
SHOW

ApplicationMonitor

ID ] Failed to send startup message.

ApplicationMonitor

ID ] Failed to set error argument. status: XXXX

Oracle

ApplicationMonitor

ID ] Failed to getMyNode2().

ApplicationMonitor

ID ] Received unknown message type XXXX

ApplicationMonitor

ID ] Received unknown request.

ApplicationMonitor
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ID ] Socket initialize failed.

ApplicationMonitor

ID ] Failed to open(): XXXX

ApplicationMonitor

ID ] fdsmond_XXXX is already running.

ApplicationMonitor

ID ] unlink(): XXXX

ApplicationMonitor

ID ] add_list: Failed to allocate memory. status: XXXX

ApplicationMonitor

ID ] alert_out: fopen(XXXX): YYYY

ApplicationMonitor
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1.7 (fdsmond)

ID ] am_disk_check: Failed to allocate memory. status: XXXX

ApplicationMonitor

ID ] am_disk_check: Failed to T XXXX

ApplicationMonitor

ID ] am_disk_check: Time-out occurred.

ID ] am_disk_check: Kill process(pid=XXXX).

ApplicationMonitor

ID ] am_disk_cmd: Failed to determine calculated XXXX.

ApplicationMonitor

ID ] am_disk_cmd: Failed to gethostname(): XXXX

ApplicationMonitor

ID ] am_disk_cmd: access: XXXX YYYY
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[

[

[

ID ] am_disk_cmd: execl: XXXX

ApplicationMonitor

ID ] am_disk_cmd: fork(): XXXX

ApplicationMonitor

ID ] fdsmond: Failed to allocate memory. status: XXXX

ApplicationMonitor

ID ] getDiskSpaceStat: Failed to allocate memory. status: XXXX

ApplicationMonitor

ID ] make_list: Failed to allocate memory. status: XXXX

ApplicationMonitor
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1.7 (fdsmond)

ID ] make_list: Failed to select(for VSDATABASE).

Oracle

ApplicationMonitor

ID ] make_list: Failed to select(for VSARCHIVE_DEST).

Oracle

ApplicationMonitor

ID ] make_list: Failed to setmntent(): XXXX

ApplicationMonitor

ID ] make_list: add_list(for ORACLE_HOME) failed.

ApplicationMonitor

ID ] search_parameter: Failed to select(for XXXX).

Oracle
Oracle

ApplicationMonitor

ID ] select(): Error occurred XXXX. YYYY
select()

ApplicationMonitor
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[ ID ] select(): Time-out occurred. Failed to receive Boot-request.
select()
MONITOR_CONTROL
"NO"

ApplicationMonitor

[ ID ] sql_error:Oracle error occurred. ORACLE_ERROR_CODE

SQL
Oracle
Oracle ApplicationMonitor
Oracle
Oracle Database
1.7.2.
Failed to check history of dump.
Use initial file name for dump.
ApplicationMonitor
[ ID ] Pipe closed by peer.
PIPE

ApplicationMonitor

[ ID ] sql_error: Allowable error occurred XXXX

Oracle
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1.7.3.

1.7 (fdsmond)

ID ] make_list: Allowable error occurred XXXX

Oracle

ID ] search_parameter: Allowable error occurred(for XXXX).

Oracle

ID] -- fdsmond suspend start --

ID] -- fdsmond suspend end --.
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1.8.

1.8.1.

(stbdbmond)

ID ] Failed to check argument(s).

ID ] Failed to changing work directory. XXXX

ApplicationMonitor

ApplicationMonitor

ID][ ] select(): Error occurred XXXX. YYYY
select()

ApplicationMonitor

ID][ ] Failed to receive XXXX.

ApplicationMonitor

ID ] Received unknown message type.

ApplicationMonitor
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1.8

ID][ ] Failed to allocate memory. XXXX

ApplicationMonitor

ID ] Failed to get size of XXXX sg. status:YYYY
XXXX

ApplicationMonitor

ID ] Failed to decode XXXX sg data. status:YYYY

ApplicationMonitor

ID ] Failed to set error argument. status: XXXX

Oracle

ApplicationMonitor

ID ] Failed to send startup message.

ApplicationMonitor

ID][ ] <XXXX> Invalid file descriptor.

ApplicationMonitor
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[ ID ] Failed to reply message.(XXXX)

ApplicationMonitor

[ ID ] stbStartProcess: argument is inaccurate.

ApplicationMonitor

[ ID ] unknown process type.

ApplicationMonitor

[ ID ] am_stbdb_cmd: Failed to determine XXXX.
XXXX

ApplicationMonitor

[ ID ] am_stbdb_cmd: XXXX: YYYY

COMMAND_NAME

ApplicationMonitor

[ ID][ ] make_sql_statement: update_time area malloc error.

ApplicationMonitor
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D]

D]

ID][

ID][

ID][

ID][

D]

1.8 (stbdbmond)

] Failed to encode. status: XXXX

ApplicationMonitor

] Failed to send reply(XXXX).

ApplicationMonitor

] Failed to send request(XXXX).

ApplicationMonitor

] Failed to check status. (XXXX)

ApplicationMonitor

] Failed to getting site number.

ApplicationMonitor

| (: invalid argument.

ApplicationMonitor

] Invalid recv data size.

ApplicationMonitor
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[ ID][ ] Transmission from XXXX is Delayed. YYYY.
XXXX

[ ID][ ] Redo-Apply from XXXX is Delayed. YYYY.
XXXX

XXXX: Invalid argument YYYY
Usage: ZZZZ [-C <component id>]

Usage

[ ID] 0): XXXX.

ApplicationMonitor

1.8.2.

[ ID ] Failed to check history of dump.

[ ID ] Use initial file name for dump.

ApplicationMonitor

[ ID][ ] Failed to receive XXXX (child pid is YYYY).

ApplicationMonitor
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1.8 (stbdbmond)

[ ID][ ] Failed to send message.

ApplicationMonitor

[ D] ] connectDbTrans: Failed to connect with Oracle (primary site

info is not found).

Oracle
Oracle
[ ID][ ] (): Failed to connect with Oracle.
Oracle
Oracle
[ ID][ ] (): Allowable error occurred: XXXX
Oracle
Oracle
[ ID][ ] (): Failed to confirm XXXX.
Oracle
Oracle
[ D] ] connectDbApply: Database role is not supported.

(role=XXXX)

95



[ ID][ ] init_check: Cannot switch pluggable database to XXXX.

PDB
Oracle
[ ID][ ] init_check: Database not open (pdb is XXXX).
PDB
Oracle
[ ID][ ] trans_check: Not supported. db_unique_name is null.
[ ID ][ ] trans_check: Protection mode is not supported.
(mode=XXXX)
[ D] ] trans_check: Synchronization status error occurred.
(status=XXXX)
Oracle
[ ID 1 [ ] stb_sql_error: Allowable error occurred.
ORACLE_ERROR_CODE
Oracle
Oracle Oracle
Oracle Oracle
Database
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1.8 (stbdbmond)

[ ID][ ] reconnection. ORACLE_ERROR_CODE
Oracle
Oracle Oracle
Oracle Oracle
Database
[ D 1 [ ] stb_sql_error:Oracle error occurred.

ORACLE_ERROR_CODE

SQL
ApplicationMonitor
Oracle
Oracle
Oracle ApplicationMonitor
Oracle
Oracle Database
1.8.3.
[ ID]I[ ] Detected an obstacle(XXXX). Current retry count ( YYYY /
22727).
[ ID][ ] Status reconfirmed as UP by retry operation.
UP
[ ID][ ] Delay of transmission was restored.
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[ ID][ ] Delay of Redo-Apply was restored.

[ ID][ ] Delay of transmission is unknown.

ApplicationMonitor

[ ID][ ] Delay of Redo-Apply is unknown.

ApplicationMonitor
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1.9 (altmond)

1.9. (altmond)

1.9.1.

altmond_XX: Invalid argument YYYY
Usage: altmond_XX [-C <component id>]

Usage

Failed to check argument(s).

[ ID ] Failed to changing work directory. XXXX

ApplicationMonitor

ApplicationMonitor

[ ID ] Failed to load sg data. status: XXXX

ApplicationMonitor

[ ID ] Failed to decode sg data. status: XXXX

ApplicationMonitor
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ID ] alert_check: invalid reconfig data.

ApplicationMonitor

ID ] Failed to receive XXXX

ApplicationMonitor

ID ] Failed to send startup message.

ApplicationMonitor

ID ] Failed to set error argument. status: XXXX

Oracle Oracle

ApplicationMonitor

ID ] Received unknown message type XXXX

ApplicationMonitor

ID ] Failed to allocate memory. status: XXXX

ApplicationMonitor
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1.9.2.

[

[

1.9 (altmond)

ID ] argument is inaccurate.

ApplicationMonitor

ID ] select(): Error occurred XXXX. YYYY

select()

ApplicationMonitor

ID ] Failed to XXXX.

ID]

ApplicationMonitor

() failed: XXXX

ApplicationMonitor

ID ] Pipe closed by peer.

ID][

PIPE

ApplicationMonitor

ID ] State of alert-log cannot be confirmed.

ApplicationMonitor
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1.9.3.

[ ID ] smon process id is XXXX
SMON ID XXXX

[ ID ] Target file is re-opened.

[ ID ] Failed to check oracle XXXX
Oracle

[ ID ] Reconfiguration started.

Oracle

[ ID ] Reconfiguration complete.

Oracle

[ ID ] Completed instance recovery.

Oracle

[ ID ] Starting ORACLE instance.
Oracle

[ ID ] Beginning failover.

Oracle Data Guard

[ ID ] Completed database open.
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1.9 (altmond)

[ ID ] ASM Instance is down.
ASM
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1.10. CRS (crsmond)

1.10.1.

Invalid option or argument(s).

Only super-user can execute XXXX.
root
CRS root

Failed to XXXX: YYYY

ApplicationMonitor

Failed to changing work directory. XXXX

ApplicationMonitor

ApplicationMonitor

Failed to load sg data. status: initialize

CRS

ApplicationMonitor
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1.10 CRS

Failed to am_monsock_cmdrecv().

ApplicationMonitor

Failed to send monitor status data.

SHOW

ApplicationMonitor

crsmond is already running.
CRS
CRS
ApplicationMonitor

0: XXXX.

ApplicationMonitor

Socket initialize failed.

ApplicationMonitor

select(): Error occurred. XXXX

select()

ApplicationMonitor

Retry over retry_count, so going down.

CRS

ApplicationMonitor

105

(crsmond)



Received unknown request.

ApplicationMonitor

am_monsock_cmdrecv: Failed to send command status

ApplicationMonitor

crs_check: Time-out occurred.

CRS ApplicationMonitor

CRS POLL_TIMEOUT

ApplicationMonitor

crs_check: message:"XXXX" can't found

CRS

ApplicationMonitor

CRS

ApplicationMonitor

crs_check: CRS Error detected. (ORACLE_ERROR_CODE).

CRS ApplicationMonitor
CRS
Oracle CRS
Oracle
Oracle ApplicationMonitor
Oracle
Oracl e Database
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1.10 CRS (crsmond)

mon_cmd_exe: Failed to XXXX
CRS ApplicationMonitor

CRS CRS_STAT

ApplicationMonitor

mon_cmd_exe: (): XXXX

CRS ApplicationMonitor

CRS CUSTOM_USER

ApplicationMonitor

mon_cmd_exe: Time-out occurred.

CRS ApplicationMonitor

CRS POLL_TIMEOUT

ApplicationMonitor

mon_cmd_exe: Kill process(pid=XXXX).

KILL

mon_cmd_exe: Failed to execute command : XXXX

ApplicationMonitor

stat() error occurred. XXXX

ApplicationMonitor

107



crs_sgcommit(): custom_user is not set.
CUSTOM_USER
CRS CUSTOM_USER

ApplicationMonitor

1.10.2.

Failed to check history of dump.

Use initial file name for dump.

ApplicationMonitor

Failed to load sg data. status: apply
The setting of the previous is returned.

CRS

ApplicationMonitor

Kill XXXX for restart from init(8).
init(8) XXXX

ApplicationMonitor

crs_check: Failed to crs_cmd_exe.

crsd/hasd

ApplicationMonitor
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1.10 CRS (crsmond)

crs_check: Failed to fstat. XXXX
crsd/hasd
CRS

ApplicationMonitor

crs_check: Failed to allocate memory. status:result area
crsd/hasd

ApplicationMonitor

crs_check: Failed to command. status:read result. XXXX
crsd/hasd
CRS
ApplicationMonitor

crs_check: command exit status=0, but argument is maybe invalid, so check
configuration-parameter "CRS_STAT"
crsd/hasd
CRS CRS_STAT
ApplicationMonitor

Failed to XXXX.
crsd/hasd
crsd/hasd

ApplicationMonitor

() failed: XXXX
crsd/hasd
crsd/hasd

ApplicationMonitor
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mon_cmd_exe: (): XXXX
CRS

ApplicationMonitor

1.10.3.

crsmond is start
CRS

Detected an obstacle(XXXX). Current retry count (YYYY [ ZZZZ).
crsd/hasd

-- crsmond suspend start --

-- crsmond suspend end --

Terminating process XXXX. PID=YYYY

XXXX terminated

CRS

XXXX is not detected.
CRS
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1.10 CRS

custom_cmd is auto-ignored.
CUSTOM_USER

crs_sgcommit: monitor configured.

Returns to usual check mode (crs check).

HALT_METHOD is XXXX. So YYYY isn't killed.
HALT_METHOD XXXX
KILL

Monitoring shifts to repetition check mode.

Disaster detected in repetition check mode.

111

(crsmond)

CUSTOM_CMD

YYYY



1.11. ASM (asmmond)

1.11.1.

Invalid option or argument(s).

Only super-user can execute XXXX.
root
ASM root

Failed to XXXX: YYYY

ApplicationMonitor

Failed to changing work directory. XXXX

ApplicationMonitor

ApplicationMonitor

Failed to load sg data. status:initialize

ASM

ApplicationMonitor
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1.11 ASM

Failed to 0.

ApplicationMonitor

Failed to load def data. status:initialize

ApplicationMonitor

Failed to set error argument. status:initial

ASM Oracle

ApplicationMonitor

() failed. status:initial

ApplicationMonitor

Failed to open(): XXXX

lock

ApplicationMonitor

asmmond is already running.
ASM
ASM

ApplicationMonitor

0: XXXX.

ApplicationMonitor
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Socket initialize failed.

ApplicationMonitor

select(): Error occurred. XXXX

select()

ApplicationMonitor

monitor-status is inaccurate (XXXX).

ASM

ApplicationMonitor

Retry over, so going down. status is XXXX

ASM

ApplicationMonitor

Failed to am_monsock_cmdrecv().

ApplicationMonitor

process no is inaccurate.

ID

ApplicationMonitor

Failed to receive XXXX.

ApplicationMonitor
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1.11 ASM
received data is inaccurate (XXXX).
ApplicationMonitor
invalid monitor_no.
ID

ApplicationMonitor

asmRestart: Failed to access: XXXX
ASM

ApplicationMonitor

ApplicationMonitor

Failed to allocate memory. status:initial
ASM

ApplicationMonitor

select(): Error occurred in loop. XXXX
select()

ApplicationMonitor

Failed to send message.
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;argument is inaccurate.

ApplicationMonitor

instStart: am_cmn_malloc() failed (XXXX-Check).

ApplicationMonitor

Failed to mkdir XXXX: YYYY

ApplicationMonitor

inst_spawnmonitor: (XXXX): YYYY

ApplicationMonitor

inst_spawnmonitor: fork: XXXX

ApplicationMonitor

inst_spawnmonitor: invalid type

ApplicationMonitor
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1.11 ASM

mon_cmd_exe: Failed to export environment variables.

ApplicationMonitor

mon_cmd_exe: Failed to create pipe: XXXX

ApplicationMonitor

mon_cmd_exec: Failed to fcntl (up[XXXX]): YYYY

ApplicationMonitor

mon_cmd_exec: Failed to T XXXX

ApplicationMonitor

mon_cmd_exec: Failed to determine UID

ApplicationMonitor

mon_cmd_exe: (): XXXX

ApplicationMonitor
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mon_cmd_exe: Time-out occurred.

ASM ApplicationMonitor

ASM CRS_CMD_TIMEOUT

ApplicationMonitor

mon_cmd_exe: Failed to execute command : XXXX

ApplicationMonitor

1.11.2.

Failed to check history of dump.

Use initial file name for dump.

ApplicationMonitor

Failed to load XXXX data. status: apply

The setting of the previous is returned.

ASM

ApplicationMonitor

Failed to set error argument. status: XXXX
ASM Oracle

ApplicationMonitor
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1.11 ASM

Failed in the start of child process (XXXX).

ASM

Failed to send init_check _rg message.

ApplicationMonitor

Failed to send XXXX.(YYYY)

ApplicationMonitor

Failed to send monitor status data.

SHOW

ApplicationMonitor

Failed to send command status

ApplicationMonitor

XXXX stall occurred.

ApplicationMonitor
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XXXX is different.

ASM

mon_cmd_exe: (): XXXX
ASM

ApplicationMonitor

1.11.38.

asm_sgcommit: monitor configured.

asmmond is start

ASM

Returns to usual check mode (asm check).

Detected an obstacle(XXXX). Current retry count (YYYY / ZZZZ).

ASM

Monitoring shifts to repetition check mode.

Disaster detected in repetition check mode.
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1.11 ASM

--asmmond suspend start --

--asmmond suspend end --

poll_timeout was changed (XXXX -> YYYY).
POLL_TIMEOUT

asm retry over.

asm retrying.
ASM
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1.12. (statsmond)

1.12.1.

XXXX : Invalid argument —C YYYY
Usage: XXXX [-C <component id>] -i <id>

Usage

am_cmn_statsThreadInit: () XXXX.

ApplicationMonitor

Failed to check argument(s).

[ ID][ ID ] Failed to changing work directory. XXXX

ApplicationMonitor

ApplicationMonitor

[ ID][ ID ] Failed to load sg data. status:XXXX

ApplicationMonitor
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D]

ID][

D]

D]

D]

D]

1.12 (statsmond)

ID ] Failed to search sg data. status: XXXX

ApplicationMonitor

ID ] Failed to allocate memory. status: XXXX

ApplicationMonitor

ID ] Failed to set error argument. status: XXXX

Oracle Oracle

ApplicationMonitor

ID ] Failed to load def data. status: XXXX

ApplicationMonitor

ID ] Failed to open(): XXXX

ApplicationMonitor

ID ] statsmond_XXXX is already running.

ApplicationMonitor
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D]

D]

D]

D]

D]

ID][

ID][

ID ] Socket initialize failed.

ApplicationMonitor

ID ] select(): Error occurred XXXX. YYYY

select()

ApplicationMonitor

ID ] Failed to send monitor status data.

SHOW

ApplicationMonitor

ID ] Received unknown request.

ApplicationMonitor

ID ] Failed to send command status

ApplicationMonitor

ID ] unlink(): XXXX.

ApplicationMonitor

ID ] Time-out occurred. Failed to receive Boot-request.
select()
MONITOR_CONTROL
"NO"

ApplicationMonitor
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D]

D]

D]

D]

ID][

ID][

D]

1.12 (statsmond)

ID ] Failed to receive XXXX.

ApplicationMonitor

ID ] Received unknown message type XXXX.

ApplicationMonitor

ID ] Failed to send startup message.

ApplicationMonitor

ID ] Failed to send message.

ApplicationMonitor

ID ] Failed to encode sg data. status: XXXX

ApplicationMonitor

ID ] Cannot allocate memory for XXXX descriptor.

ApplicationMonitor

ID ] Failed to get stats of XXXX.

ApplicationMonitor
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[ ID][ ID ] Failed to get stats of XXXX.

ApplicationMonitor

[ ID][ ID ] exec_statement: failed to sql statement
SQL

ApplicationMonitor

[ ID][ ID ] (XXXX) realloc() failed: YYYY

ApplicationMonitor

1.12.2.

am_cmn_statsThreadMain: Failed to fstat.(XXXX): YYYY

XXXX

ApplicationMonitor

am_cmn_statsThreadMain: rename error.(XXXX to YYYY): ZZZZ

ApplicationMonitor

am_cmn_statsThreadMain: open error.(XXXX): YYYY

ApplicationMonitor
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1.12 (statsmond)

am_cmn_statsThreadMain: fcntl get error.(XXXX): YYYY

ApplicationMonitor

am_cmn_statsThreadMain: fcntl set error.(XXXX): YYYY

ApplicationMonitor

[ ID][ ID ] Pipe closed by peer.
PIPE
ApplicationMonitor
[ ID][ ID ] stats-name is not defined.
Stats
ApplicationMonitor
1.12.3.
[ ID][ ID ] -- statsmond suspend start --
[ ID][ ID ] -- statsmond suspend end --
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1.13. (ssdump)

1.13.1.

XXXX: Invalid argument YYYY
Usage: XXXX [-C <component id>]

Usage

Failed to check argument(s).

[ ID ] Failed to changing work directory. XXXX

ApplicationMonitor

ApplicationMonitor

[ ID ] Ssdump does not connect to Oracle. So it couldn't get system state.

1.13.2.

[ ID ] Failed to set error argument. status: XXXX
Oracle
Oracle

ApplicationMonitor
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1.13 (ssdump)

ID ] Failed to receive XXXX.

ApplicationMonitor

ID ] Failed to send startup message.

ApplicationMonitor

ID ] Cannot switch pluggable database to XXXX.
PDB

Oracle

ID ] Database not open (pdb is XXXX).
PDB

Oracle

ID ] Failed to send message.

ApplicationMonitor

ID ] Failed to decode sg data. status: XXXX

ApplicationMonitor

ID ] Failed to connect with Oracle.
Oracle

Oracle
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[ ID ] Pipe closed by peer XXXX.
PIPE

ApplicationMonitor

[ ID ] Received unknown message type.

ApplicationMonitor

[ ID ] ssdump: Failed to allocate memory. status: XXXX

ApplicationMonitor

[ ID ] ssdump: Failed to get dump.

Oracle Oracle

Oracle

[ ID ] ssdump: Failed to XXXX.

ApplicationMonitor

Oracle

[ ID ] ssdump: Allowable error occurred: XXXX

Oracle
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1.13 (ssdump)

ID ] run_check: Failed to XXXX.

Oracle ApplicationMonitor

Oracle

ID ] run_check: Allowable error occurred: XXXX

Oracle

Oracle

ID ] run_check: Cannot switch pluggable database to XXXX.
PDB

Oracle

ID ] run_check: Database not open (pdb is XXXX).
PDB

Oracle

ID ] select(): Error occurred XXXX. YYYY
select()

ApplicationMonitor
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[ ID ] sql_error: Oracle error occurred. ORACLE_ERROR_CODE

Oracle Oracle
Oracle
Oracle Oracle
Oracle Oracle
Database

[ ID ] sql_error: Allowable error occurred. ORACLE_ERROR_CODE

Oracle
Oracle
Oracle
Oracle Oracle
Oracle Oracle
Database
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1.14.

1.14

(oraadmin)

1.1 ApplicationMonitor
syslog

LOG_DAEMON

1.14.1.

Only super-user can execute oraadmin.
root
root

crsmond don't run on current-node.
CRS
CRS

asmmond don't run on current-node.
ASM

ASM

stand alone monitors also stop.

The end of show request.

Usage:
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Invalid argument. XXXX is used twice.

Usage

Invalid argument. XXXX is used YYYY request.

Usage

Invalid request.

-C

Invalid request XXXX to stand alone monitor.

-C

Usage

Invalid argument.

Usage

Invalid argument for XXXX request.

Usage

Invalid argument for XXXX request to stand alone monitor.

Usage
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1.14

(oraadmin)

Invalid argument. Only either of -t or -d or -S can be specified.

-t

1
-a
File name is too long.
-f
4096
Request is incorrect.
-C
Invalid monitor_type.
Usage

listener_name is too long (set XXXX/ limit YYYY).
-S
YYYY

monitor_id is too long (set XXXX/limit YYYY).
i
ID YYYY

Component ID should be an integer & [0-9].
-C ID
0 9

Too many specified node names. limit XXXX.

-Nn
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Port number should be an integer.

Port number should be lower than XXXX.
P
XXXX
Port number should be higher than 1024.
P
1024

Configuration file can not be accessed.(errno=XXXX)
-f

Internal error occured in am_cmd_prepare2()

ApplicationMonitor

Failed to read configuration.

ApplicationMonitor

Failed to read configuration file.

ApplicationMonitor
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1.14 (oraadmin)

request for stand alone monitors, creating binary file.

ApplicationMonitor

Failed to read configuration. XXXX

The status of oramond and ( monitors that starts alone ) cannot be acquired.

ApplicationMonitor

So acquisition of the status of crsmond of a current-node begins.
CRS

ApplicationMonitor

So acquisition of the status of asmmond of a current-node begins.
ASM

ApplicationMonitor
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Failed to request
When a cluster is stopping, please supply a command again after performing a
delete request.
apply
apply

ApplicationMonitor

delete

apply

nodename = XXXX is not found.

ApplicationMonitor

nodename = XXXX can not find.

ApplicationMonitor

listener_name = XXXX is not found.

ApplicationMonitor

monitor_id = XXXX is not found.

ID

ApplicationMonitor
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1.14 (oraadmin)

am_cmd_prepare: Internal error occurred. Invalid opt_mode.

ApplicationMonitor

am_cmd_execute(2): Internal error occurred. Invalid opt_mode.

ApplicationMonitor

am_cmd_execute2: Failed to send message. To XXXX: mode=YYYY.

ApplicationMonitor

am_cmd_execute2: select(): XXXX node=YYYY

select()

ApplicationMonitor

am_cmd_execute2: Communication timeout occurred before receive message.
node=XXXX, mode=YYYY

select()

ApplicationMonitor

am_cmd_execute2: Failed to receive reply. From XXXX: mode=YYYY

ApplicationMonitor

am_cmd_execute2: Internal communication error occurred. Unknown message

type received. type: XXXX

ApplicationMonitor
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Fail: crsmond (node = XXXX) is not YYYY.
CRS
syslog

ApplicationMonitor

Fail: Isnrmond (node = XXXX, listener_name = YYYY) is not ZZZZ.

syslog

ApplicationMonitor

Fail: tschkmond (node = XXXX, monitor_id =YYYY) is not ZZZZ.

syslog

ApplicationMonitor

Fail: fdsmond (node = XXXX) is not YYYY.

syslog

ApplicationMonitor

Fail: statsmond (node = XXXX, monitor_id = YYYY) is not ZZZZ.

syslog

ApplicationMonitor
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1.14 (oraadmin)

Fail: asmmond (node = XXXX) is not YYYY.
ASM
syslog

ApplicationMonitor

am_cmd_connect: Failed to create socket XXXX

TCP

ApplicationMonitor

am_cmd_connect: Failed to connect server XXXX

TCP

ApplicationMonitor

am_cmd_append_st: Internal error occurred.

ApplicationMonitor

Failed to Specification of a monitor-control(master).
(MASTER)
ApplicationMonitor

ApplicationMonitor

am_cmd_chk_master: Failed to XXXX
(MASTER)
ApplicationMonitor

ApplicationMonitor
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am_cmd_chk_master: select(): XXXX
select()

ApplicationMonitor

am_cmd_chk_master: Connection timeout occurred before receive message.
select()

ApplicationMonitor

am_cmd_chk_master: Connection was refused by monitor-control(master).
receive status: XXXX
(MASTER)
ApplicationMonitor

ApplicationMonitor

am_cmd_chk_master: Internal communication error. received: XXXX

ApplicationMonitor

am_ask_master: Failed to XXXX
(MASTER)
ApplicationMonitor

ApplicationMonitor

am_ask_master: select(): XXXX
select()

ApplicationMonitor
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1.14 (oraadmin)

am_ask_master: Communication  timeout occurred before
monitor-control(master).
select()

ApplicationMonitor

am_ask_master: Received unknown message. type: XXXX

ApplicationMonitor

am_cmd_connect_conf(2): Failed to allocate memory.

ApplicationMonitor

am_cmd_connect_conf(2): Failed to XXXX

ApplicationMonitor

ApplicationMonitor

am_cmd_connect_conf(2): select(): XXXX
select()

ApplicationMonitor

specified

am_cmd_connect_conf(2): Communication timeout occurred before connect .

select()

ApplicationMonitor
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am_cmd_connect_conf(2): Connection was refused by configuration-server.

receive status:; XXXX

ApplicationMonitor

ApplicationMonitor

am_cmd_connect_conf(2): Internal communication error. received: XXXX

ApplicationMonitor

am_cmd_monitor_ctrl: Failed to XXXX

(MASTER)

ApplicationMonitor

ApplicationMonitor

am_cmd_monitor_ctrl: select(): XXXX
select()

ApplicationMonitor

am_cmd_monitor_ctrl: Communication timeout occurred before receive reply
from monitor-control(master).

select()

ApplicationMonitor

am_cmd_monitor_ctrl: Internal communication error XXXX

ApplicationMonitor
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1.14 (oraadmin)

am_cmd_monitor_ctrl: Internal error (XXXX). Unknown status received.
Failed to YYYY.
(MASTER)

ApplicationMonitor

am_cmd_monitor_ctrl: Internal error occurred. Unknown request mode XXXX.

ApplicationMonitor

Received error status (XXXX) from monitor-control(master).

Failed to YYYY.

(MASTER)

ApplicationMonitor

Failed to XXXX request

ApplicationMonitor

Failed to compare configuration file.

ApplicationMonitor

am_cmd_suspend: Internal error occurred. Invalid node-name.

ApplicationMonitor
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am_cmd_ipc_cycle: Failed to XXXX

ApplicationMonitor

am_cmd_ipc_cycle: select(): XXXX
select()

ApplicationMonitor

am_cmd_ipc_cycle: Communication timeout occurred before receive message.
XXXX
select()

ApplicationMonitor

am_cmd_ipc_cycle: Internal communication error occurred. Unknown message

type received. type: XXXX

ApplicationMonitor

Error occurred, so failed to check-request.

ApplicationMonitor

am_cmd_check: Failed to XXXX

ApplicationMonitor

146



1.14 (oraadmin)

am_cmd_check: select(): XXXX
select()

ApplicationMonitor

am_cmd_check: Communication timeout occurred before receive check reply.

select()

ApplicationMonitor

am_cmd_check: Internal error occurred. Received unknown XXXX

ApplicationMonitor

invalid username/password, section(table_name = XXXX)

Table

Table Table

Oracle ApplicationMonitor

table or view does not exist, section( table_name = XXXX)

Table

Table Table

Oracle ApplicationMonitor
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tablespace does not exist, section( tablespace_name = XXXX)
TableSpace

TableSpace

TableSpace

Oracle ApplicationMonitor

unsupported tablespace, section( tablespace_name = XXXX)

TableSpace
TableSpace
Oracle
ApplicationMonitor
Oracle error or stall occurred, section( table_name = XXXX)
Table Oracle
Oracle
Oracle ApplicationMonitor
Oracle error or stall occurred, section( tablespace_name = XXXX)
TableSpace Oracle

Oracle

Oracle ApplicationMonitor
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1.14 (oraadmin)

Oracle or listener is DOWN, so can't check parameter. Node=XXXX

Oracle Table
TableSpace
Oracle
Oracle ApplicationMonitor

Oracle is DOWN, but monitor-control is active XXXX. so apply request can't
execute. Node=YYYY
Oracle

When the setting file was checked, some errors or setting mistakes were

detected.

Oracle ApplicationMonitor

Failed to check configuration, so failed to apply request.
apply

Oracle ApplicationMonitor

Failed to connect monitor-control(master).
(MASTER)
ApplicationMonitor

ApplicationMonitor
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Failed to send apply request to monitor-control(master).

apply
ApplicationMonitor

Disconnect from configuration-server & execute self-rollback.

Communication error occurred. received XXXX
(MASTER)
ApplicationMonitor

am_cmd_apply: select(): XXXX
select()
ApplicationMonitor

am_cmd_apply: Communication timeout occurred before receive apply reply from
monitor-control(master).

select()

ApplicationMonitor

am_cmd_apply: Failed to receive apply reply from monitor-control(master).

(MASTER) apply

ApplicationMonitor

150



1.14 (oraadmin)

am_cmd_apply: It cannot judge whether the request was successful. Please

check syslog
apply syslog

syslog

ApplicationMonitor

Failed to send disconnect message to configuration-server (XXXX request).

NODE:YYYY

ApplicationMonitor

Failed to XXXX configuration file on some node.

ApplicationMonitor

Failed to delete configuration file.

ApplicationMonitor

Failed to view-request.

ApplicationMonitor

Error occurred, so delete-request is failed.

ApplicationMonitor
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Some nodes are operating now, so can't delete configuration file.

ApplicationMonitor

Disagreement of ID number was detected.
ID

am_cmd_disp_status: Failed to output information.

ApplicationMonitor

GetMyself _crs_Show(): Invalid argument.

ApplicationMonitor

GetMyself_crs_Show(): XXXX: YYYY.
CRS ASM

ApplicationMonitor

GetMyself_crs_Show():Failed to send request..

CRS ASM

ApplicationMonitor
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1.14 (oraadmin)

GetMyself _crs_Show():Failed to receive result.
CRS ASM

ApplicationMonitor

Failed to connect oraconfd on the XXXX, maybe oraconfd is not run.
XXXX

ApplicationMonitor

PrintStandAlone_Status: Failed to send request(SHOW). To XXXX
XXXX SHOW

ApplicationMonitor

PrintStandAlone_Status: select(): XXXX node=YYYY
select()

ApplicationMonitor

PrintStandAlone_Status: Communication timeout occurred before receive
request(SHOW). node=XXXX
select()

ApplicationMonitor

PrintStandAlone_Status: Failed to receive reply(SHOW). From XXXX:
XXXX SHOW

ApplicationMonitor
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PrintStandAlone_Status: Internal communication error occurred. Unknown

message type received. type: XXXX

ApplicationMonitor

PrintStandAlone_Status: Receive monitor-type is invalid. type: XXXX

ApplicationMonitor

Failed to decode configuration data.

ApplicationMonitor

Same SERVICE_PORT set to the other configuration (component ID: XXX).
SERVICE_PORT

SERVICE_PORT

ApplicationMonitor

Same ADMIN_PORT set to the other configuration (component ID: XXX).
ADMIN_PORT

ADMIN_PORT

ApplicationMonitor

A certain error occurred, so check request does not finished. Please check
syslog.
syslog
syslog

ApplicationMonitor
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1.14 (oraadmin)

Does not find SCRIPT_NAME. NODE:XXXX. (errno=YYYY)

SCRIPT_NAME

ApplicationMonitor

Does not find SCRIPT_USER. NODE: XXXX.

SCRIPT_USER

ApplicationMonitor

Does not find MONITOR_USER. NODE: XXXX YYYY.

MONITOR_USER

ApplicationMonitor

ORACLE_HOME: XXXX, YYYY
ORACLE_HOME
ORACLE_HOME

ApplicationMonitor

ORA_NLS:XXXX, YYYY
ORA_NLS
ORA_NLS

ApplicationMonitor

SHLIB_PATH:XXXX, YYYY
SHLIB_PATH
SHLIB_PATH

ApplicationMonitor
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TNS_ADMIN: XXXX, YYYY
TNS_ADMIN
TNS_ADMIN

ApplicationMonitor

Does not find MONITOR_USER. NODE: XXXX LISTENER_NAME:YYYY.

MONITOR_USER

ApplicationMonitor

Does not find TNSPING. NODE:XXXX LISTENER_NAME:YYYY. (errno=2277)

TNSPING

ApplicationMonitor

Does not find XXXX. NODE:NNNN LISTENER_NAME:YYYY. (errno=2277)

ApplicationMonitor

ApplicationMonitor

ApplicationMonitor

Does not find MONITOR_USER. NODE: XXXX TSCHKMOND_ID:YYYY.

MONITOR_USER

ApplicationMonitor

Does not find COMMAND_NAME. NODE: XXXX TSCHKMOND_ID:YYYY.

COMMAND_NAME

ApplicationMonitor
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1.14 (oraadmin)

Does not find MONITOR_USER. NODE: XXXX FDSMOND. YYYY.

MONITOR_USER

ApplicationMonitor

Does not find COMMAND_NAME. NODE: XXXX FDSMOND. (errno=YYYY).

COMMAND_NAME

ApplicationMonitor

Does not find MONITOR_USER. NODE: XXXX STATSMOND_ID:YYYY.

MONITOR_USER

ApplicationMonitor

Does not find COMMAND_NAME. NODE:XXXX DIRECTORY_ID: YYYY.

(errno=2ZZ227).

Directory COMMAND_NAME

ApplicationMonitor

Failed to resolve name. NODE:XXXX, LISTENER_NAME:YYYY

NET_SERVICE_NAME

ApplicationMonitor
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1.14.2.

Maybe Could not find listener-name. NODE: XXXX,
LISTENER_NAME:YYYY

ApplicationMonitor

Failed to write. (errno=XXXX)

ApplicationMonitor

Compare current binary file, so exist different value.
But checking extension mode now, so skipping this compare error.
-E

-E

Among option -a & XXXX, so print information -a mode.
-a XXXX -a

Connect to monitor-control(master).

(MASTER)

Succeeded in XXXX.

Finished to check configuration-file.
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1.14.3.

Success:

Success:

Success:

Success:

Success:

Success:

1.14

crsmond (node = XXXX) is YYYY.

CRS

(oraadmin)

Isnrmond (node = XXXX, listener_name = YYYY) is ZZZZ.

tschkmond (node = XXXX, monitor_id = YYYY) is ZZZZ.

fdsmond (node = XXXX) is YYYY.

statsmond (node = XXXX, monitor_id = YYYY) is ZZZZ.

asmmond (node = XXXX) is YYYY.

ASM

output status of crsmond of a current-node.

CRS

output status of asmmond of a current-node.

XXXXis supplied. Requestis YYYY
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The execution command is XXXX
XXXX
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1.15.

1.15.1.

oraconfd:

oraconfd:

oraconfd:

oraconfd:

oraconfd:

1.15 (oraconfd)

(oraconfd)

Invalid argument.

Invalid argument: XXXX

Port number should be an integer.

Port number should be lower than XXXX.
-p
XXXX

Port number should be higher than 1024.
P
1024

unlink(): XXXX

ApplicationMonitor

am_serv_daemon_init: Only super-user can execute XXXX.

root

root
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am_serv_daemon_init: Failed (): XXXX

ApplicationMonitor

am_serv_daemon_init: XXXX is already running.

ApplicationMonitor

am_serv_term: Failed (): XXXX

ApplicationMonitor

am_serv_sock_init: Failed (): XXXX

ApplicationMonitor

am_serv_req: Failed (): XXXX

ApplicationMonitor

am_serv_req: Client command timed out.

ApplicationMonitor
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1.15

am_serv_req: Communication error occurred.

ApplicationMonitor

am_serv_req:Connection closed by peer.
PIPE

ApplicationMonitor

am_serv_req: Invalid data.

ApplicationMonitor

am_serv_req: Invalid header type.

ApplicationMonitor

am_serv_req: Invalid program.

ApplicationMonitor

ApplicationMonitor

ApplicationMonitor

am_serv_req: Invalid request.

ApplicationMonitor
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am_serv_req: Failed to send message.

ApplicationMonitor

am_serv_req: Failed to self roll back.

ApplicationMonitor

am_serv_req: Failed to read configuration image.

ApplicationMonitor

am_serv_req: Failed to read configuration file. (VIEW request)

ApplicationMonitor

am_serv_stdaln_req: Failed to receive request header.

ApplicationMonitor

am_serv_stdaln_req: Failed to read configuration file.

ApplicationMonitor
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1.15 (oraconfd)

am_serv_stdaln_req: Unknown number of node detected(XXXX).

ApplicationMonitor

am_serv_stdaln_req: Unknown number of monitor detected (XXXX).

ApplicationMonitor

am_serv_stdaln_req: Unknown monitor type detected.

ApplicationMonitor

» XXXX.

ApplicationMonitor

am_serv_stdaln_req: request mode is unknown(XXXX).

ApplicationMonitor

am_serv_stdaln_req: Failed to send request.

ApplicationMonitor

am_serv_stdaln_req: Failed to receive result.

ApplicationMonitor
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am_serv_check_sg: Fatal error occurred.

ApplicationMonitor

am_serv_check_sg: Does not find host-address.

ApplicationMonitor

am_serv_inst_chk: Failed to start monitor.

ApplicationMonitor

am_serv_inst_chk: Failed to send message.

ApplicationMonitor

am_serv_inst_chk: Failed to send check request to monitor.

ApplicationMonitor

am_serv_inst_chk: Failed to receive message. (line=XXXX)

ApplicationMonitor

am_serv_inst_chk: Broken pipe among monitor. (errno=XXXX, line=YYYY)
select()

ApplicationMonitor
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1.15 (oraconfd)

am_serv_inst_chk: Failed to set parameter of node information.

ApplicationMonitor

am_serv_inst_chk: Communication timeout occurred. (line=XXXX)
select()

ApplicationMonitor

am_serv_inst_chk: Kill SG check monitor. (line=XXXX)
SG

am_serv_inst_chk: Internal error occurred. (line=XXXX)

ApplicationMonitor

am_serv_Isnr_chk: () XXXX

ApplicationMonitor

am_serv_Isnr_chk: Failed to execute command (XXXX).

ApplicationMonitor

am_serv_Isnr_chk: Failed to allocate memory.

ApplicationMonitor
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am_serv_Isnr_chk: Execute result is unknown.(status = XXXX)

ApplicationMonitor

am_serv_exec_command: (): XXXX

ApplicationMonitor

am_serv_exec_command: Failed to determine UID

MONITOR_USER

ApplicationMonitor

am_serv_exec_command: Failed to execute command by STALL.

am_serv_exec_command: Kill SG check command.

ApplicationMonitor

am_serv_exec_command: Failed to execute command.

ApplicationMonitor

am_serv_broker_chk: Failed to execute command (XXXX).

ApplicationMonitor
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1.15 (oraconfd)

am_cmd_send_msg: Invalid argument( XXXX is inaccurate ).

ApplicationMonitor

am_cmd_send_msg: Send buffer overflow.

ApplicationMonitor

am_cmd_send_msg: Write terminated abnormally.

ApplicationMonitor

am_cmd_send_msg: Failed to allocate memory.

ApplicationMonitor

am_cmd_recv_msg: Read data is short length current=XXXX/total=YYYY.

ApplicationMonitor

am_cmd_recv_msg: Read terminated abnormally.

ApplicationMonitor

am_cmd_recv_msg: Fatal error, invalid argument.

ApplicationMonitor
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am_cmd_recv_msg: Fatal error, receive buffer overflow.

ApplicationMonitor

am_cmd_recv_msg: Failed to allocate memory.

ApplicationMonitor

Failed to mkdir XXXX: YYYY

ApplicationMonitor

1.15.2.

am_serv_req: Execute roll back configuration file.

am_serv_req: Succeeded in self roll-back.

am_serv_req: Could not find listener on this node. Please disregard this message
when the listener operates by another node. NODE: XXXX, LISTENER_NAME:YYYY
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1.15.3.

1.15 (oraconfd)

am_cmd_send_msg: Ignoring data.

ApplicationMonitor

Terminate configuration-server.

am_serv_req: Succeeded in roll back.

Since request processing was completed, a session is closed.

am_cmd_recv_msg: Session closed by peer.

Begin XXXX process.

Begin stand alone monitor XXXX process.

connect: XXXX.
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SKIP-CHECK

Construction of awork directory was completed.

am_serv_lsnr_chk: result = XXXX

am_serv_Isnr_chk: error_code is unknown. [XXXX]

Oracle [XXXX]

am_serv_put_stderr: Failed to XXXX

ApplicationMonitor

am_serv_put_stderr: result = XXXX
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1.16 Oracle Clusterware Oracle Restart

1.16. Oracle Clusterware Oracle Restart
(crs_control.sh)

Oracle Clusterware Oracle Restart

LOG_USER
ApplicationMonitor
1.16.1.
SMON process is XXXX.
XXXX
Failed to kill SMON process.
KILL

ApplicationMonitor

Successful killing SMON process. Wait XX sec.

Can not find SMON process.

Pid of SMON is not identical (pid=XXXX, save=YYYY).
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(crs_control.sh)

LOG_NOTICE

logger(1)



Can not find SMON process (smon=XXXX).

OHASD process does not exist.
crsd/ohasd

ApplicationMonitor

Execution user of the crsctl command is XXXX.
srvctl XXXX

Can not find information on XXXX resource. target is YYYY.
XXXX
Oracle

ApplicationMonitor

Usage:

ApplicationMonitor

ApplicationMonitor

check retry (XXXX/YYYY).
ASM

target=XXXX, attempts=YYYY, r_count=ZZZZ, t_status=AAAA,
internal=CCCC
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1.16 Oracle Clusterware Oracle Restart

(crs_control.sh)

Target resource is OFFLINE.
OFFLINE
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1.17.

1.17.1.

(Isnr_control.sh)

logger(1)
LOG_USER LOG_NOTICE ApplicationMonitor
2
XXXX is length over(limit=59,current=YYYY).
Failed to restart listener.
ps(1) -X 59

Failed to listener restart command.

Oracle

Finished listener restart-shell script.

Oracle Isnrctl start done.
(Isnrctl)

Oracle Isnrctl start failed.
(Isnrctl)

Oracle
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1.17 (Isnr_control.sh)

Start listener restart-shell script.

listener_kill_cmd function failed to kill listener process.

Refer to before message about kill command.

kill(1)

listener_kill_cmd function successful killing listener process.

Maybe Kill(1) command is delayed.
listener_kill_cmd function can't Kill listener process.
kill(2)

listener_kill_cmd function can't find listener process.

continue restarting process.

Failed to listener restart-shell script.

ApplicationMonitor

ApplicationMonitor

Wait XXXX sec.
Oracle Clusterware Oracle Restart
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1.18. Oracle Data Guard Broker
(brk_control.sh)
Oracle Data Guard Broker logger(1)

LOG_USER LOG_NOTICE
ApplicationMonitor

1.18.1.

Getting information of data guard site.
Oracle Data Guard Broker

Existence check of db_unique_name.

Can not find information on db_unique_name. target is XXXX.
XXXX

ApplicationMonitor

Check of data guard site SG complete.

Failed to dgmgrl commnad.
Oracle Data Guard Broker
Oracle Data Guard Broker

ApplicationMonitor
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1.18 Oracle Data Guard Broker (brk_control.sh)

Can not find information on primary.

Oracle Data Guard Broker
ApplicationMonitor

Allowable error occurred. error code is ORACLE_ERROR_CODE.
Oracle Data Guard Broker

Failed to dgmgrl commnad. error code is ORACLE_ERROR_CODE.

Oracle Data Guard Broker SQL
Oracle Oracle
Oracle Oracle
Database

Usage:

ApplicationMonitor
ApplicationMonitor
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1.19. (tschkstart)

1.19.1.

Abnormal exit tschkmond. error code = XXXX. IDENTIFIER = YYYY

Please check syslog.

Oracle
syslog

ApplicationMonitor

Finished tschkmond. IDENTIFIER = XXXX
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1.20 (fdsstart)

1.20. (fdsstart)

1.20.1.

Abnormal exit fdsmond. error code = XXXX.

Please check syslog.

Oracle
syslog

ApplicationMonitor

Finished fdsmond.
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1.21. ASM (start_asmmond.sh)

1.21.1.

Abnormal exit asmmond. error code = XXXX.
Please check syslog.
ASM
Oracle
syslog

ApplicationMonitor

Finished asmmond.
ASM
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1.22 (statsstart)

1.22. (statsstart)

1.22.1.

Abnormal exit statsmond. error code = XXXX. IDENTIFIER = YYYY

Please check syslog.

Oracle
syslog

ApplicationMonitor

Finished statsmond. IDENTIFIER = XXXX
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1.23. (am_auto_run)
logger(1)
LOG_USER LOG_NOTICE ApplicationMonitor
2
1.23.1.
Maybe configuration finished yet, so configuration haam.
After XXXX sec, start again
ApplicationMonitor ApplicationMonitor

XXXX

ApplicationMonitor

Maybe oramond is already terminated
ApplicationMonitor

ORACLE_SID was not able to be specified from file(oramondX.bin).
Maybe oramondX.bin doesn't exist or a set content is illegal.

Please review the setting.

ApplicationMonitor ORACLE_SID
ORACLE_SID
ApplicationMonitor Node
ORACLE_SID 1

oramond exit status = XX
ApplicationMonitor XX
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1.23 (am_auto_run)

oramond is terminating....
ApplicationMonitor

Some of the Oracle process is not found.
Oracle Oracle

Oracle Oracle

Oracle

ApplicationMonitor

usage:

am_auto_run run # run oramond (auto)

am_auto_run stop # stop oramond (not auto)
am_auto_run usage

am_auto_run
Use default value(XXXX=YYYY)

XXXX
(YYYY)

XXXX found
Oracle (XXXX)
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1.24. Oracle (am_stop_oproc.sh)
Oracle logger(1)
LOG_USER LOG_NOTICE

ApplicationMonitor

1.24.1.

Failed to kill SMON process.
KILL

ApplicationMonitor

Successful killing SMON process XXXX.

Pid of SMON is not identical (pid=XXXX, save=YYYY).

Can not find SMON process.

OHASD process does not exist.
crsd/ohasd

ApplicationMonitor
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1.24 Oracle (am_stop_oproc.sh)

Usage:

ApplicationMonitor

ApplicationMonitor

Stop of SMON process by XXXX command.
XXXX

Execution user of the srvctl command is XXXX.
srvctl XXXX

Can not find information on instance resource.

Oracle

ApplicationMonitor

srvctl command failed or SMON process has already stopped.
srvctl

Oracle

ApplicationMonitor

Successful srvctl command.
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1.25. (amctf)

1.25.1.

Cannot be made the file( XXXX)
XXXX

communication timeout occurred before connect.

ApplicationMonitor

connection failed.

ApplicationMonitor
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1.25 (amctf)

connection was refused by configuration-server. receive status: XX

ApplicationMonitor

ctfPrompt : failed to set_v6_option().

ApplicationMonitor

create ctfTable failed.

ctfCheckopt : failed to cpy_v6_sockaddr().

ApplicationMonitor

default user oracle not found.

"oracle"

MONITOR_USER

"oracle"

XXXX realloc failed.
XXXX

failed to connect server( XXXX)
XXXX
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failed to create socket.

failed to get environs.

ORACLE

/etc/oratab

failed to get listener configuration.

failed to receive configuration data.

ApplicationMonitor

failed to receive connection reply from configuration-server.

ApplicationMonitor
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1.25

failed to send connect request to configuration-server.

ApplicationMonitor

file name too long. length limit = 4096
( ) (4096)
4096

illegal option.

internal communication error. received: XX

ApplicationMonitor

invalid argument.

Only super-user can execute
root

root
port number should be XXXX

XXXX
XXXX

191

(amctf)



rename trace-file-name failed.

same option set twice.: XX
XX

set XXXX failed.
XXXX

too many specified node names. limit 16

(16)

ctfCheckopt : failed to set_v6_option().

ApplicationMonitor

user XXXX not found.

(XXXX)
(XXXX)  MONITOR_USER

1.25.2.

AM configuration-server doesn't run in XXXX
XXXX ApplicationMonitor
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1.25 (amctf)

interrupt on signal

command terminating

ApplicationMonitor

ctfPrompt : failed to cpy_v6_sockaddr().

Failed to create file.

Please input file name again.

Failed to create Oracle Environs list.

failed to decode about getting listener configuration.

ApplicationMonitor

Failed to get listener configuration.

So listener monitoring is not output to the template.
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Failed to get Oracle Environs.
ORACLE

failed to send disconnect message to configuration-server.

input number should be XXXX Please input again.
XXXX
XXXX

invalid data received.

XXXX is different. node_name = YYYY
YYYY XXXX

not found XXXX Please input XXXX again.
XXXX XXXX

XXXX

Other words detected. Please input again.

please Input XXXX as absolute path.
XXXX
XXXX
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1.25.3.

1.25 (amctf)

please select XXXX Input number.
XXXX
XXXX

port number should be XXXX. Please input again.
XXXX
XXXX

the input value has a wrong possibility.

The node name is not once input. Please input node name.

There is a possibility not being input for pass correct.

[0]: Input XXXX by yourself.
0 XXXX

[1]: default = XXXX
1 XXXX

[X]: YYYY
X YYYY
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The NET_SERVICE parameter of listener-statement

in the template cannot apply the setting as it is

when it ends comment.

Please apply the setting after setting an appropriate value.
NET_SERVICE

NET_SERVICE

Is the default value output to the template?
Please input Y or N. default[N]

Is the listener monitoring added to the template?
Please input Y or N. default[N]

Is the template output to the file?

Please input Y or N. default[Y]

Output template.
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1.25 (amctf)

Please input node name that AM configuration-server running.

Please do not input anything to proceed to the next step, and press the return.

Please select XXXX from the following lists.
Please input number.
XXXX

Please input XXXX.
Please input XXXX. default[YYYY]
XXXX

Set XXXX=YYYY
YYYY XXXX

The file was found. Do you overwrite?

Please input Y or N. default[Y]
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1.26. RENS

1.26.1.

am_renslib_load: stat() Error. XXXX
RENS XXXX
RENS
RENS

ApplicationMonitor

am_renslib_load: dlopen(XXXX) Error. YYYY
RENS

RENS RENS
RENS

am_renslib_load: dlsym(XXXX) Error. YYYY
RENS
RENS
RENS RENS
RENS
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RENS RENS
RENS

ApplicationMonitor RENS

ApplicationMonitor

ApplicationMonitor

ApplicationMonitor



1.26 RENS

am_renslib_load: XXXX Error. err=YYYY

RENS ApplicationMonitor
RENS
RENS RENS

RENS

ApplicationMonitor

am_renslib_unload: XXXX Error. err=YYYY
RENS
RENS RENS
RENS

ApplicationMonitor

am_renslib_unload: diclose() Error. XXXX
RENS

ApplicationMonitor

am_renslib_init: calloc() Error. XXXX
ApplicationMonitor RENS

ApplicationMonitor

am_renslib_init: XXXX Error. err=YYYY

RENS ApplicationMonitor
RENS
RENS RENS

RENS

ApplicationMonitor
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am_renslib_init: am_renslib_resource_add Error.
ApplicationMonitor RENS

ApplicationMonitor

am_renslib_term: XXXX Error. err=YYYY

RENS ApplicationMonitor
RENS
RENS RENS

RENS

ApplicationMonitor

am_renslib_event: XXXX Error. err=YYYY
RENS
ApplicationMonitor RENS
RENS RENS
RENS

ApplicationMonitor
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ApplicationMonitor

2.1. ApplicationMonitor

€ ApplicationMonitor
ApplicationMonitor tar(1)

[opt/HA/AM/
Ivar/opt/HA/AM/
letc/lopt/HA/AM/

@ syslog
syslog
LOG_LEVEL 3 debug
syslog

Ivar/log/messages
Ivar/log/messages.*
syslog.conf ApplicationMonitor

ApplicationMonitor

€ ApplicationMonitor

ApplicationMonitor
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L 2

ApplicationMonitor

rpm -gqa
ps -ef

top

df -k

Is -al /var/opt/HA/AM/locks
sar -A

Ivar/log/boot.log*
Ivar/log/messages*
Ivar/log/wtmp*

Ivar/run/utmp
letc/rc.dfinit.d/haam_oraconfd

letc/systemd/system/haam_oraconfd.service

(O] Red Hat Enterprise Linux 7 Oracle Linux 7

ApplicationMonitor

Is -l /etc/rc0.d/KOlhaam_oraconfd
Is -l /etc/rcl.d/KOlhaam_oraconfd
Is -l /etc/rc2.d/KOlhaam_oraconfd
Is -l /etc/rc3.d/S99haam_oraconfd
Is -l /etc/rc4.d/KOlhaam_oraconfd
Is -l /etc/rc5.d/S99haam_oraconfd

Is -l /etc/rc6.d/KO1lhaam_oraconfd
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2.2 Oracle

2.2. Oracle

@ Oracle Clusterware Oracle Restart

Oracle Clusterware Oracle Restart

${CRS_HOME}/log/<hostname>

Oracle "diagnostic_dump_dest"

${ORACLE_BASE}/diag/rdbms/<db_name>/<instance_name>/trace/

alert_<instance_name>.log

<instance_name><process_name>_<PID>.trc
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€ Oracle
Oracle

Oracle "diagnostic_dump_dest"

${ORACLE_BASE]}/ diag/rdbms/<db_name>/<instance_name>/trace/
ORA<PID>.trc

Oracle V$DIAG_INFO

SELECT * FROM V$DIAG_INFO;

INST_ID NAME VALUE

1 Diag Enabled TRUE
1 ADR Base l....
1 ADR Home ld....
1 Diag Trace [...1....Itrace
1 DiagAlert [...1..../1alert
1 Diag Incident [...1....[incident
1 Diag Cdump [...].....lcdump
1 Health Monitor [...].../hm
1 Default Trace File [....]....[trace/xxxx_ora_nnnn.trc
1 Active Problem Count ?
1 Active Incident Count ??

Diag Trace

Diag Alert
XML

L 4

${ORACLE_HOME}/network/log/sglnet.log
${ORACLE_HOME}/network/log/<listener_name>.log
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2.3.

CLUSTERPRO
L 2
clpstat -s
clpstat -m
clpstat -n

clpstat -i --detail

clplogcc (/opt/nec/clusterpro/tmp

L 2
lopt/nec/clusterpro/etc/clp.conf
@ syslog
syslog
Ivar/log/messages
Ivar/log/messages.*
L 4

rpm -ga
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